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Abstract 
 

The goals of the analysis, regarding AirBnB rentals in Melbourne, Australia, was (1) to 
determine which independent variables have the greatest significant impact that align to the price of a 
nightly stay at an AirBnB listing and (2) to provide a final model that has a high degree of confidence 
to predict future outcomes. 
  

The publicly available dataset was obtained from Kaggle.com. The team initialized the 
analysis on the dataset during the pre-processing stage by exploring which of the variables could be 
categorized as a dependent variable, independent variable, or a variable not to be used in the analysis. 
At this stage we were also able to reclassify the 250+ postal codes into 5 regions that constitute 
Melbourne. Subsequently we randomized and divided the 22K observations from the full data set into 
blocks of 2.5K observations, of which each of the 6 team members received their own unique 
randomized dataset. During the exploratory stage we chose to use linear regression to explain the 
chosen response variable Y (Price). Transforming the Y variable was necessary in order to stabilize 
the variance. Each team member fitted the full model to arrive at a final model that had adjusted-R2 
ranging between 54% - 66%. 
 

Qualitative variables that proved to be a constant theme amongst the team were determined to 
be included in a successful model were host response time, region, and room type. The number of 
people the property accommodates, and the rating score were the most prevalent quantitative variable 
that was included in all final models. Variables such as if the owner was a superhost, the bed type 
listed, and cancelation policy were deemed not to be as relevant and were dropped from most final 
models. 

 
In order to provide a model that has a higher level of confidence to determine the price an 

AirBnB rental, additional variables or variables with complete information are required to be included 
in further improving the final models presented.  
 
Introduction 
 
 In recent years, the sharing economy has gained popularity in many industries, such as 
transportation (e.g. Uber, Lyft) and accommodation (e.g. Airbnb, HomeAway). The sharing economy 
can be defined as “peer-to-peer-based activity of obtaining, giving and sharing the access to goods 
and services, coordinated through community-based online services”.  In the peer-to-peer (P2P) 
accommodation industries, Airbnb is a leader in the market, in which its business model enables hosts 
to offer their unoccupied properties or rooms for short-term rental. Since its establishment in 2008, 
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Airbnb’s business has grown significantly and served more than 150 million guests through over 3 
million listings in more than 190 countries in less than a decade. 
 

Melbourne ranked as the 6th on the list of top ten cities for users globally in 2016 and has 
been one of the top ten cities since then. Not only limited to short-term rentals, Airbnb in Melbourne 
has entered the market competition of long-term rentals. According to Rawnsley and Schmahmann 
(2018), “The median number of nights hosted per year has increased from 42 nights to 66 nights per 
year. Of the listings that have hosted guests, over 35 percent of listings host guests for up to 30 nights 
per year. Approximately 27 per cent of listings host guests for more than 180 nights per year.” Even 
though the article stated that the impact of Airbnb on the Melbourne housing markets appears 
minimal, it is still interesting to understand how Airbnb’s pricing has enabled itself to extend to 
another new market. 

 
Listing price is often considered to be one of the critical factors that impact consumer’s 

choices of lodging. In this paper, our objective is to assess different listing prices per night of Airbnb 
listings in the city of Melbourne with a number of factors (independent variables), such as number of 
listings that the host has, the maximum number of guests that the listing accommodates, required 
amount of security deposit, required amount of cleaning fee, review scores rating, the average time 
that the host responses to a guest’s inquiry, whether the host is a super host, room types, bed types, 
types of cancellation policy and locations. 

More importantly, we intend to go beyond the data that we already have direct access to and 
explore how the mentioned independent variables play a role in the pricing decision. The dataset 
consists of 8-year of Airbnb listing history from 2010 to 2018 in Melbourne and was consolidated in 
December 2018. The population of the dataset has 22,895 observations and each of us is given 2,500 
observations as sample to begin our individual analysis. 

 
We conduct the analysis through linear regression and draw conclusions on final predictive 

models to predict future Airbnb listing prices per night in Melbourne. Since each of us begins with 
different samples, we may come up with different final models. It would be interesting to identify 
which independent variable(s) is/are significant that will be included in most of our models and how 
well our models are to predict future prices with unseen dataset. 
 
Methodology 
 

A. Andy 
The dataset, Melbourne Airbnb Open Data, was acquired from website Kaggle: 

https://www.kaggle.com/tylerx/melbourne-airbnb-open-data#listings_dec18.csv. This analysis aims to 
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predict the price for Airbnb in Melbourne Australia and to see how each selected predictor interact 
with listing price. There was a total of 22,895 observations in our original dataset, each of the team 
member was assigned with 2,500 observations for individual analysis with a common goal. 

For pre-processing stage, I identify the dependent variable as well as the independent variables. 
The variables are all classified as either quantitative variables or qualitative variables. At the 
beginning, the numbers of observations are precisely 2500. However, since there are some 
observations without the recorded “region” information, I decided to remove them since those data 
without the recorded “region” are usually lack of other recorded information, therefore are not 
sufficient for analysis. 

At the data exploration stage, dummy variables are created for all qualitative variables in order 
to continue my analysis through SAS 9.4. In addition, an interaction term is also created to explore the 
relationship between two independent variables. At this stage, I build histogram and scatterplots of 
each independent variable versus the dependent variable to get a basic understanding of my dataset by 
data visualization. 

The scatterplots are a good indicator of detecting outliers.  Through data visualization, I identify 
the issue of my dataset, if there is any. For the histogram, if the histogram shows a skewed 
distribution, then applying transformation will be necessary. At the end of this stage, I will fit a 
regression model, and there are five indicators that I will utilize in order to fit a better optimal model. 
These five indicators are 

●    Parameter estimates by beta weights 
●    The p-value (smaller than 0.05 if significant) and the F-value 
●    High significance by t-test p-value 
●    High R2 and Adj-R2 values 
●    Low RMSE or MSE value 

For the Parameter Estimates, it is necessary to examine the results of the t-test for the 
coefficients of each independent variable. The independent variable with the largest p-value will be 
removed since it has the least or no effect on the response variable. Moreover, the independent 
variable with the largest p-value will be removed one by one and rerun the regression whenever there 
is an independent valuable been deleted. 

After the data exploration, I entered the data analysis stage. At the beginning of this stage, I 
computed the VIF value to identify the multicollinearity problem. If there are any predictors with the 
VIF value larger than ten than I will remove them one by one and rerun the regression. At this point, I 
have fitted my final model. 

Next, I proceeded on checking outliers and influential points based on the studentized residuals 
and cook’s D, to see if my final model can be further improved. I have removed all the observations if 
they are both an outlier and an influential point. 

After removing the observations that were both an outlier and an influential point, I rerun the 
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model every time until there was no such kind of observations. At this stage, I kept the remaining 
outliers or influential points in my analysis, only removed the flagged observations which were the 
observations that are both outliers and influential points. 

 After finish removing outliers and influential points, I examined the model assumptions to see 
if the assumptions are satisfied. The assumptions include 

●    Linearity 
●    Constant variance 
●    Independence 
●    Normality 

Furthermore, by generated the Standardized coefficients values, I have identified what the most 
critical predictors in my model are. 

Next, I tested the model by applying Cross Validation. By splitting the dataset into Training and 
Testing set, I knew that my final model performs well. In addition, Stepwise selection method has also 
been applied at this stage. 

I validated the final model by examining the ASE graph, ASE value for both training set and 
testing set, and Stepwise selection summary. At the end of my analysis, I performed two predictions 
based on my final model. 

 
B. Theresa 
 
Data was retrieved from Kaggle and the total observations is above 20,000. The goal is to 
have a  

better understanding of Airbnb price and how does each variable influence price in general. The major 
stages include, data pre-processing, data exploration, and data analysis. The group have decided to 
remove several variables in the beginning as those variables adds no value to our analysis of listing 
price. We started off by grouping dataset into five different regions based on their zip code, and this is 
part of our data cleaning stage. After each group member has been randomly assigned 2500 
observations, I removed those observations that has no value for regions. 

  
Before entering the exploration stage, I performed some other data pre-processing steps, 
which  

includes distinguishing between dependent variable and independent variables; classify independent 
variables as either qualitative or quantitative. Region is one of my independent variables, but due to 
the fact that some observations does not have region associated with it, I have to remove them before 
starting data exploration stage. 

  
After data are cleaned and pre-processed. I started exploring the dataset. I build histograms,  



 
7 

 

scatterplots, data descriptive, and frequency table to visualize the data and to have a general 
understanding of the data and the variables. The figures give me important characteristics of data, 
such as, the central tendencies and the spread of the variables. 

  
Frequency table is used to provide me with a big picture of the qualitative variables, and this  

provides me with valuable information on the number of dummy variables I have, and their ratio to 
each other. The scatterplots are used for each independent variable against the dependent variable. 
This two-dimensional data visualization technique provides information on the relationship between 
two variables and how are they correlated. Histogram gives the shape (distribution) and the spread of 
the data, which is extremely meaningful for understanding the data; it allows me to inspect for 
outliers, skewness, etc. The data descriptive is also needed as this provides information of the mean, 
median, and different quartiles of my data. Dummy variable will be created for variables that has been 
identified as qualitative variables. Interaction term will also be created if assessed to have value 
adding effect on my data analysis. 

  
After I have a basic understanding of the data, I can further identify if there are any issues with 

the data. If there are a few observations with missing values, I will remove them for further data 
exploration. Afterwards, I will proceed with identifying outliers through examine histograms and 
scatterplots from above. I need to take into consideration that holiday season may affect the data, so 
outliers may exist. If the outliers do not seem to be too far away from the holiday season expectations, 
then I may keep those outliers for now. If outliers fall outside of my expectation range, then I will 
state how it will affect regression analysis and remove it respectively. 

  
Data will be transformed if the histogram above show a skewed distribution of data. I will fit a 

regression model at the end of exploration stage. The key indicators that I will be using when 
determining a good regression model are F-Values, P-values, RMSE, R2, and adjusted R2. I will also 
check for significance of each variable; I will remove variables that is p-value greater than 0.05, and I 
will remove them one by one to make sure all variables are significant.  

  
The next stage is analysis stage. I will identify multicollinearity by computing Pearson 

correlation and VIF statistics. If variable have VIF higher than 10, I will remove them one by one as it 
indicates that multicollinearity exists. I will once again re-run regression to double check that the 
issue has been resolved. Outliers and influential points will be checked next. Studentized residuals 
and cook’s D table will be checked for outlier issues. I will remove observations that are both an 
outlier and an influential point. 

  
Constant variance, independence, linearity, and normality will be verified next. I will look 
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through dependent variable against each predictor and see if assumptions can be satisfied. Further 
transformation would be needed if assumption is not satisfied. Then, I will split my dataset into 
training and testing at 75/25 using randomly selected seed value; using selection method to select the 
best variables to fit the final model. The indicators above, such as, RMSE and Adj R2, will be 
checked again. Afterwards, I will validate my final model using test set. If my testing has loser ASE 
than training, then the final model is validated. In addition, I will compute two sets of prediction for 
further data analysis. Prediction intervals give clear information on the data itself.  

 
C. Shweta 
 
This analysis is to predict the price for Airbnb in Melbourne Australia and the variables which 

influence the pricing. Since pricing is a numeric variable, linear regression is used for the analysis. 
 

The methodology followed for the analysis is as follows – 
 

● Data preprocessing (cleaning and renaming variables to make sure everything is in a format 
that SAS 9.4 can read) 

● Data Exploration (Frequency tables, Histograms, Boxplots, Scatterplots) 
● Data Analysis (Multicollinearity, outliers and influential points, residuals, transformation) 
● Model Validation using the Train and Test method 
● Predictions 

  
The data was obtained from Kaggle and had more than 20K observations. 
https://www.kaggle.com/tylerx/melbourne-airbnb-open-data#listings_dec18.csv. 
After cleaning the data and deciding which variables to go ahead with, the data was divided into 
different datasets of 2500 observations for each group member. 
 
Data Preprocessing 

Data cleaning was done in excel. Initial sample consisted of 2500 observations out of which 
469 observations were deleted due to missing data points, which brought the number of observations 
to 2031. Since the group had already worked together to combine regions based on city, suburb and 
zip code, deleted the City, Suburb and zip code columns. Deleted the column bed_type since only 8 
observations had bed_type other than ‘Real bed’. Deleted the observations where room_type was 
‘Shared room’ since the number of observations for it were 15 (less than 30). Deleted the observations 
where response_time was ‘a few days or more’ since the number of observations for it were 15 (less 
than 30). The final dataset used for analysis consisted of 2001 observations with no missing data. 
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Shortened the names of the variables and qualitative data points for easier import to SAS and 
writing code. Here is the list of all variables and categories that was changed in excel and will be used 
moving forward in the final file used for the project- 

 

Name in original file Name in cleaned file 

response_time res_time 

within an hour anhour 

within a few hours fewhours 

within a day aday 

Private room P_room 

Entire home/apt home_apt 

accommodates acc 

  
The final number of independent variables in the dataset is 10 which includes 5 qualitative 

variables (res_time, superhost, room_type, can_policy, and region) and 5 quantitative variables (total 
listings, acc, security_deposit, cleaning fee, review_score_rating). 
The cleaned excel file was converted into csv to be imported into SAS. 
  
Data Exploration 

Data was imported into SAS using the infile statement. Dummy variables for quantitative 
variables were created at the same time. Interaction term sd*sh (superhost*security_deposit) was also 
created at the same time. 

 
Frequency tables was created to check if the dummy variables have been coded correctly and 

for missing observations. Descriptive statistics, histograms and scatter plots were created to analyze 
the qualitative variables. Boxplots were created for the variables ‘superhost’ and ‘room_type’. 
Although the histograms showed skewness and the gplots didn’t seem exactly linear, residual analysis 
was done to check if the polynomial regression is needed. After analyzing the residuals, it was 
decided that the data is fairly linear with a lot of outliers and influential points. Pearson correlation 
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coefficient table was also checked for collinearity. None of the variables including the interaction term 
seemed to be collinear. 

 
Data Analysis 

At the data analysis stage, multicollinearity, outliers and influential points were checked. No 
multicollinearity was observed as per the vif value.  Close to 100 observations were deleted in 3 
rounds since the output was improving after each stage of removing influential points and outliers. 
Student residuals and cook’s d tables were used to analyze outliers and influential points. Removal of 
outliers and influential points was stopped once the output didn’t seem to improve. 

 
Residual plots were again checked for assumptions after each round of removing outliers and 

influential points. The graphs got better with each stage. The normal probability plot was still showing 
a slight ‘S’ shape after the 4th round of removing outliers and influential points. Therefore, a log 
transformation was done on the y-variable – ‘Price’. All the assumptions for linearity, constant 
variance, normality and independence) were satisfied after the log transformation of the y-variable 
price. 

 
Data Validation using train and test 

The data was divided into training and test sets in a 75/25 ratio at random. Stepwise and cp 
model selection methods were used on the train set to arrive on a fit model. Since both the selection 
methods showed the same variables for the final model, decided to proceed with the stepwise 
selection. The fit model was then used on the test set to validate the accuracy of the model. CV R-
square for the test model is less than 0.3 thus proving that the model is good for prediction. 

 
Predictions 

Predictions was done with 2 sets of random data points along with calculating the confidence 
and the prediction interval. 

 
Retransformation 

The transformed y-variable Price was retransformed to arrive on the model statement and to 
write the effect of each x-variable on price. 
 

 D. Cody 
I chose to focus my efforts on AirBnB rentals from Melbourne, Australia. The publicly 

available dataset was obtained from Kaggle.com (https://www.kaggle.com/tylerx/melbourne-airbnb-
open-data#listings_summary_dec18.csv). I initialized the analysis on the dataset during the pre-
processing stage by exploring which of the variables could be categorized as a dependent variable, an 
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independent variable, or a variable not to be used in the analysis. We removed certain columns within 
the initial data file that didn’t deem necessary or lacked complete data to draw a proper conclusion 
from (Square Ft, Total # Reviews, Reviews Per Month). 
  

Also, at this stage it was determined that we would need to reclassify the 250+ postal codes 
and cluster them into 5 regions, as called on a similar AirBnB study, Perez-Sanchez VR, Serrano-
Estrada L, Marti P, Mora-Garcia R-T. (2018), that constitute Melbourne, based on classifications from 
Bob (2019), to make the analysis have an easier geographic reference point to create dummy variables 
based on the newly created Region variable. The below list of variables 11 independent (6 qualitative 
and 6 quantitative) and 1 dependent quantitative variable (price) were chosen for the analysis. An 
interaction term between accommodates and security deposit was also created (acc*sd). 
 
  
  

  

 
Subsequently the data was randomized and divided from the original +22K observations from 

the full data set into blocks of 2.5K observations, of which each of the 6 team members received their 
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own unique randomized dataset. There were several formatting and missing data issues related to 
instances within the file. For missing data for security_deposit, cleaning_fee, and 
review_scores_rating, which may not have been required during the input stage, were given a value of 
zero. The host_response_time that contained blanks was reclassified as “N/A”. The 
cancellation_policy variable was revised to only having 3 levels instead of the original 6; anything 
that contained the word strict was reclassified to “strict”. Any listings that didn’t have a postal code 
were removed completely from the dataset. 
  

During the exploratory stage we chose to use linear regression to explain the chosen response 
variable Y (Price). The initial exploration stages were done with the aid of histograms and boxplots. 
The initial price histogram (Fig D.1) illustrated it was positively skewed and probability plot (Fig 
D.2) showed an exponential shapes curve. In order to stabilize the variance, the transforming of the 
price variable was required. I tested several different methods of transformation, but log(Y) was the 
best fit when examining the residual plots (Fig D.3/Fig D.4). 
  

Frequency tables were utilized to ensure that all the dummy variables were being correctly 
coded and represented in the dataset (Fig D.10). Boxplots for superhost (Fig D.5), room type (Fig 
D.6), cancellation policy (Fig D.7), bed type (Fig D.8), and response time (Fig D.9) were utilized to 
explore the interactions that the qualitative variables play against price. Looking at the gplots and the 
matrix scatterplot (Fig D.11), linearity didn’t appear to be present, but after analyzing the residuals it 
showed a decent number of outliers that required to be removed. The Pearson correlation table was 
ran and it confirmed that none of correlation values are above the 0.9 threshold, meaning there is no 
issue with multicollinearity. Also, the VIF statistics were all less than 10 The interaction term acc_sd 
(accommodation * security deposit) was rather high at .854, but was still acceptable to remain in the 
model due to being underneath the threshold. 
  

Before the analysis section was able to get under way there was a need to take initial data set 
of 2,482 observations and remove the outliers and influential points where the observations that had a 
high studentized residual > |3|, Cook’s D > (4/n), and/or a hat hii value > 0.5 were flagged and 
removed from the dataset. This took several rounds to clean up before moving to fit the model, with 
the remain 2,415 observations that remained. A regression analysis was ran between each round and 
showed tremendous improvements from the original dataset. The normal probability plot was nearly a 
perfectly line at the end. 
  

The dataset was divided into train/test with a 70/30 break with a random seed value. Stepwise 
(Fig D.13) and Forward (Fig D.14) methods were applied to the training dataset in order to fit the 
model. They both resulted in the same 11 significant variables, so it wasn’t necessary to compare the 
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different models side by side. The validation tests (Fig D.15/D.16) identified that the CV R2 result 
(0.0294) was less than 0.3, meaning that the model is valid and can be used for new data added to the 
dataset to make predictions. A 5-Fold Cross Validation (Fig D.19/D.20) was also ran and the ASE 
(Train) > ASE (Test), proving that it is a valid model. 
  

2 random sets of predictions (Fig D.20) were created and added to the dataset in order to test 
the final model, which provided confidence intervals and prediction intervals. Price (Y) variable was 
then retransform for the final model statement in order to calculate that each of the x-variables had in 
relation to price. 

 
 E. Brendan 
 

The service and hotel industry impact the lives of the majority of working professionals, 
tourists and repeat business is critical towards long term stability and profits.  Air Bnb is a disruptive 
technology company that allows people to rent out their homes and earn profit from their extra room 
capacity and time away. The ability to maximize the value for both the renter and tenant relies heavily 
on the location and the price and this analysis is to see how price is worked out. 

            Data secured through the Kaggle website provides all rentals within the city of 
Melbourne during the month of December in 2018. There are over 21000 different observation data 
points with up to 96 different variables. These observations are the basis from which a planned 
analysis of the price is derived from. At the end of this analysis, the expectation is that we should be 
able to predict the price of a listing in Melbourne based on specific key variables and use these 
insights to advice  

 In the pre-processing state, the dependent variable of price was identified as well as 11 
quantitative and qualitative variables as being important. The bi-variate variables were first explored 
through histograms, sgscatter plot matrices and then reviewed for linearity, normality and if there are 
any missing data points.  Boxplots were used to identify the variation of the qualitative variables as 
well as checked for outliers and missing data.  Following the identification any potential interaction, 
variables were assembled and investigated for multicollinearity and influence on the dependent 
variable price 
            In order to better identify if the data points had a strong enough correlation, the missing 
data points were either deleted or replaced with 0 or the mean. This was to ensure that the system 
could read the missing data.  Following the data replacement, a correlation proc was executed to 
identify if there are issues of multicollinearity which in turn went through a regression model to 
identify their influence. 
 A regression model fit was used in order to cleanly identify the independent variables and model’s 
importance towards the dependent variable.  Of particular value would be variables that a) pass the 
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<.05 p-value test, b) a high R2 and Adj-R2 score, c) high MSRE and SE score and d) a strong F-value 
and that the entire model passes the p-value test. 
            This information will identify if the variance is caught with the current variable with a 
high R2 and Adj-R2.  The f-value strength is indicative of how strong a model it is and whether it 
captures the variation of the y-variable, the dependent variable. The individual p-value indicator tests 
in the parameter estimate box indicates if the individual variables impact the dependent variable in 
any measurable way, a score of less than .05 indicates an impact or relationship, while anything 
higher than a .05 alpha indicates low to no impact. 
            Following the identification of the models’ important variables, they were then split into a 
test and training sets.  These then through selection process of backwards regression and forwards 
regression which variables influenced the R2 and had an alpha of less than .05. Using this final model, 
I then predicted the possible prices based on the key variables. 

 
 F. Ying 

 
In this paper, Melbourne, a city of Australia was chosen as the study site. The dataset of 

Melbourne Airbnb Open Data was obtained from website Kaggle 
(https://www.kaggle.com/tylerx/melbourne-airbnb-open-data#listings_dec18.csv), which provides 
Airbnb listing information from Airbnb.com. In accordance with the source, Melbourne was the 6th on 
the list of top ten cities for users globally in 2016 and has been one of the top cities for listings 
globally since then. 
In the pre-processing stage, I identify the selected 12 predictors with a quantitative variable – listing 
price per night (price) as the dependent variable and 11 other independent variables, including 
quantitative: number of listings that the host has (host_total_listings_count), maximum number of 
guests that the listing accommodates (accommodates), amount of security deposit (security_deposit), 
amount of cleaning fee (cleaning_fee) and review scores rating (review_scores_rating) and qualitative 
variables: average time the host responses to a guest’s inquiry: “N/A”, "within an hour", "within a few 
hours", "within a day" or "within a few days' (host_response_time), whether the host is a super host: 
“t” or “f” (host_is_superhost), room type: entire apartment, private room, shared room (room_type), 
what the type of the bed: real bed, sofa bed, futon, airbed, pull-out bed (bed_type), type of 
cancellation policy; strict, moderate or flexible (cancellation_policy) and region. 
 

Out of 22,895 observations, our team randomized the population in excel and each team 
member was assigned with a different sample of 2,500 observations. There are some data issues 
needed to be fix in excel before loading into SAS. Blanks for qualitative variables like 
security_deposit, cleaning_fee and review_scores_rating were replaced by zeros. For variable region, 
it is not an original variable from the dataset. With reference to Bob (2019), we divided Melbourne 
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into 5 regions:  Inner Melbourne (IM), Northern Suburbs Melbourne (NSM), South Eastern 
Melbourne (SEM), Eastern Melbourne (EM) and Western Melbourne (WM) by using given zip codes 
and cities. In addition, there are 9 observations removed because they have no location-identifier and 
therefore there is no way to verify the data. For variable cancellation_policy, there are 4 layers of 
strict policy, such as “strict”, “strict_14_with_grace_period”, “super_strict_30” and “super_strict_60”. 
The 4 alike layers were consolidated into one layer as “strict”. The blanks for host_response_time 
were replaced with “N/A”, representing either the host did not or was never needed to respond. There 
is one blank for host_is_superhost, which was replaced with ‘f”. After all the data-preprocessing and 
data cleansing, there are 2491 observations left to load to SAS for further analysis. 

 
In the data exploration stage, I took an overview into the dataset through data visualization. 

For univariate analysis, I built histograms and boxplots to explore quantitative variables. These 
figures give a general understanding about the central tendencies and the spreads of the variables. 
Transforming the variables will be necessary if the histogram shows a skewed distribution. With 
reference to Gut and Herrmann (2015), dummy variables are computed for qualitative variables: 4 
dummy variables that indicate the average time the host responses to a guest’s inquiry between 
dHRT0 and dHRT4, a dummy variable that indicates whether the host is a super host between dHIS0 
and dHIS1, 2 dummy variables that indicate room type between dRT0 and dRT2, 3 dummy variables 
that indicate bed types between dBT0 and dBT3, 2 dummy variables that indicate cancellation policy 
type between dCP0 and dCP2 and 4 dummy variables that indicate regions between dRG0 and dRG4. 
At the same time, an interaction variable for two selected independent variables dHRT1 and dHIS was 
built. 
 

For bivariate analysis, scatterplots were built for each independent variable against the 
dependent variable or a scatterplot matrix to observe the patterns displayed and the relationship 
between all independent variables within a single matrix. Boxplots are also a good visualization tool 
to compare attributes of the qualitative variables. 

 
At this phase, a basic understanding of the dataset was obtained to better identify data issues. 

Then, I proceeded to detect if there was more missing data. If there are only a few missing values and 
they appeared to be random, I may proceed with the deletion of these cases. If not, I may replace the 
values with the median, mean or mode. 

 
After fixing data issues, I checked for outliers through data visualization, such as scatterplots, 

and histograms. I kept the outlier or verify if it fit the dataset. “Verified” meant that the data does not 
fall too far outside our expectations and can be reasonably assumed considering this is the holiday 
season.  Otherwise, I would report how the outlier would change the regression line or analysis result 



 
16 

 

and remove it. 
 

At the end of the exploration stage, I tried to fit a regression model. The criteria for an 
accurate model come from checking of assumptions and 5 indicators: (1) parameter estimates by beta 
weights, (2) high significance by t-test p-values (<0.05), (3) F-values and their p-values (<0.05) (4) 
low RMSE/ MSE and (5) a high R2 and Adj- R2 values. With reference to Christensen, we can test 
with the “error term, which is the residual that cannot be explained by the variables in the model”. 
The assumptions are that “the error terms are independent from one another, identically distributed 
(constant variance), linear and normally distributed”. If constant variance, independence and 
normality assumptions are violated, the regression line estimate are still unbiased but standard errors, 
confidence intervals and prediction intervals will be incorrect. In order to stabilize the variance, we 
have to transform the variables. If linearity assumption is not satisfied, a more complex regression 
would be used. The next step was to detect severe multicollinearity with a scatterplot matrix and a 
Pearson correlation matrix for each pair of the independent variables. 

 
After fitting a full model, it entered the analysis stage to identify severe multicollinearity by 

computing VIF statistics. If the VIF is above 10, it indicates that the regression coefficient of the 
variable is poorly estimated. Then, I continue checking for outliers and influential points with the help 
from studentized residuals and cook’s D. Observations would be flagged if they are classified as both 
outliers and influential points. I would remove observations one by one and then rerun regression for 
the remaining data to check for the next flagged observation. It would be a judgement call to either 
delete or keep the observation. 
Following the outlier test, I checked to verify if the assumptions: constant variance, independence, 
linearity and normality, hold. If the residual plots of full model comparing the dependent variable 
against each independent variable test well, I could reasonably assume that the data observed has 
constant variance, independence, linearity and normality. Should they fail these tests, transformations 
will be invoked. 
 

After transforming the variables, I then tested the performance of the full model by splitting 
the dataset into train and test sets.  The train set was used to select the “best” variables to fit the final 
model by comparing two model selection methods, such as forward and backward methods. Checking 
of assumptions, the above mentioned 5 indicators of an accurate model and diagnostics for 
multicollinearity were performed again. Test performance was factored in to decide on the final 
model. The test performance trumps everything. If the test set has a lower RMSE, higher R2 and adj-
R2 than the train set and Cross-Validated R2 (CV-R2) is smaller or equal to absolute 0.3, the final 
model is said to be a good model. Lastly, I used the validated final model to perform two predictions. 
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Analysis, Results and Findings 
 

A. Andy 
 

In the remaining 2478 observations that I got, I created dummy variables for all the qualitative 
variables that I have. For variable “host response time,” I chose “N/A” as baseline since “N/A” keep 
repeating in the dataset. A total of 4 dummy variables were created since I got 5 levels: “N/A,” 
“within an hour,” ”within a few hours,” “within a day,” and “a few days or more.” 

 
Similarly, the remaining dummy variables were created as following: 

For variable “host is super host,” only 1 dummy variable was created since there are only two levels, 
“t” and “f.” In addition, “t” was selected to be the baseline. 
 
For variable “region,” the level “IM” was selected to be the baseline, and 4 dummy variables were 
created since there are a total of 5 levels: “IM,” “WM,” “EM,” “SEM,” and “NSM,” for this 
qualitative variable. 
 
For variable “room type,” the level “Entire home/apt” was selected to be the baseline, and 2 dummy 
variables were created since there are a total of 3 levels: “Entire home/apt,” “Private room,” and 
“Shared room” for this qualitative variable. 

 
For variable “bed type,” the level “Real Bed” was selected to be the baseline, and 3 dummy variables 
were created since there are a total of 4 levels: “Real Bed,” “Pull-out sofa,” “Futon,” and “Airbed” for 
this qualitative variable. 

 
For variable “cancellation policy,” the level “Strict” was selected to be the baseline, and 2 dummy 
variables were created since there are a total of 3 levels: “Strict” “moderate,” and “flexible” for this 
qualitative variable. 
 
Moreover, an Interaction term was created and added after all the aforementioned dummy variables to 
analysis the relationship between variable “cleaning fee” and variable “host is super host.” 

 
At this stage, I created a histogram to take a first look at the normal distribution of the current dataset, 
as figure A.1 shown. The normal distribution is the most widely known and used of all distribution, it 
helps identify the probability problems of my current dataset, if any. 

 
From the histogram on this exploration stage, the curve is not symmetrical, which means that the 
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“mean” is not centered, and it signals a probability problem. The histogram on this stage is “positively 
skewed,” which means that it has skewed to the right, with its “mean” owns the largest value, 
followed by the “median,” and the “mode” holds the least value. From figure A.2, I can tell that the 
“mean” holds a value of 140.8975, the “median” holds a value of 109, and the mode holds a value of 
100. In addition, most value have fall within the lower range. 

 
The scatterplots of the dependent variable “price” response to all independent variables are also 

created to examine how much each independent variable is affected by the dependent variable, 
“price.” The scatterplot matrix is not useful in this analysis since the number of quantitative variables 
plus all the dummy variables created before are so many that the scatterplot matrix cannot show an 
obvious correlation. 

 
For all the quantitative variables: “host total listing counts,” “accommodates,” “security 

deposit,” “cleaning fee,” “review scores rating,” most of the scatterplots show no perfect 
positive/negative correlation or even high or low positive/negative correlation. The points on all the 
scatterplots are gathered at the bottom left corner such as “price” versus “host total listing counts,” 
“security deposit,” and “cleaning fee,” gathered at the bottom right corner such as “price” versus 
“review scores rating,” or not explainable such as “price” versus “accommodates.” Figure A.3 to 
figure A.7 presented how the scatterplots in the current stage distributed. 

 
However, from figure A.8, the scatterplot “price” versus the interaction term, “cleaning fee 

versus host is super host,” the association seems somehow close to linear, but still is not an obvious 
linear relationship, which means not preferable as all the other scatterplots mentioned earlier do. 

 
With dummy variables, we cannot see a linear relationship on the scatterplots, since all points 

will be scattered along 0 and 1. I did not generate boxplot since I believe generating histogram and 
scatterplots are both appropriate ways and even better ways to visualize the distribution of the 
numerical data, especially for such large numbers of independent variables in my analysis. 

 
At this stage, it is clear that the current dataset has serious normal distribution problems and 

applying a transformation to the response variable “price” to stabilize the variance is necessary for my 
analysis to continue. One of the most common transformation is Log(Y). I decided to fit the 
regression model on the transformed “price” only and examine the residual plots to see if the model 
assumptions are satisfied. 

 
The first step after applying for a transformation is checking if the new variable, Log(Price), is 

created, and use the new “price,” – “ln_price,” for all the following analysis. Then I generated a 
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descriptive table to take a first look at my transformed dataset. 
 
Next, I created the scatterplots of “ln_price” versus each independent variable to check that the 

transformed variable “ln_price” is linearly associated to the x-variables. 
 
From the new scatterplot outputs, the scatterplots of “ln_price” versus “cleaning fee” and 

“ln_price” versus the interaction term, “cleaning fee versus host is superhost” have been improved 
after the transformation of the dependent variable, as figure A.9 and figure A.10 shown. Other 
scatterplots also improved but do not show much of the improvement. Again, with dummy variables, 
all points will be scattered along 0 and 1, so we cannot see a linear relationship on the scatterplots. 

 
Figure A.11 shows the histogram at this stage again for the purpose of comparing to the previous 

histogram to see of the normal distribution has been improved. Comparing to the previous histogram, 
it is obvious that the new histogram is closer to a normal histogram, which means it shows no skew. 
The normal curve represents a perfectly symmetrical distribution, and this is the preferred result. 

 
In addition, according to the output of the univariate procedure as figure A.12 shown, the line 

show on the graph appears to be linear, which is preferred as well. 
 

A full model was then fitted to find the independent variables that have a significant effect on 
“ln_price.” The Adj-R2 value at this stage is 0.5944, which means that there are 59.44% of the data 
are captured and explained by the model (figure A.13). However, it is still necessary to keep testing 
the model to see if the Adj-R2 value can be further improved. 

 
After fitting the regression model, the independent variables “d_a_few_days_or_more” and 

“d_airbed” had been set to 0. When this happen, it means that the observations are not enough for run 
the model with the independent variable. Therefore, I removed the variable “d_a_few_days_or_more” 
at first, then rerun the regression model, then I removed the variable “d_airbed,” and rerun the model 
again. After these two times removals, there is no value changed, the output is exactly the same as the 
previous output. 

 
For the remaining 20 independent variables, I decided to delete the variable with the highest p-

value one by one and rerun the model every time until all the predictors in my optimal model are 
significant. 

 
The variable “d-moderate” was deleted since it holds the p-value of 0.9145, which is the highest 

insignificant p-value among all the predictors. After removed this insignificant predictor and rerun the 
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model, the Adj-R2 value has increased to 0.5947, which is preferred since the higher Adj-R2 value, 
the better. Also, the F-value has changed from 98.53 to 103.80, which is better than the previous 
model. 

 
The variable “d_EM” was then be deleted since it holds the p-value of 0.7846, which is the highest 
insignificant p-value among all the remaining predictors. After removed this insignificant predictor 
and rerun the model, the Adj-R2 value has slightly increased to 0.5950 and the F-value has changed 
from 103.80 to 109.63, which is better than the previous model. 

 
Then the variable “d_pullout-sofa” was deleted since it holds the p-value of 0.6983, which is the 
highest insignificant p-value among all the remaining predictors. After removed this insignificant 
predictor and rerun the model, the Adj-R2 value has again, slightly increased to 0.5953 and the F-
value has changed from 109.63 to 116.15, which is better than the previous model. 

 
The only interaction term - “cleaning_fee_d_host_is_superhost” then be removed since it holds the p-
value of 0.6329, which is the highest insignificant p-value among all the remaining predictors. After 
removed this insignificant predictor and rerun the model, the Adj-R2 value has slightly increased to 
0.5955 and the F-value has changed from 116.15 to 123.47, which is better than the previous model. 

 
The variable - “d_futon” was then be deleted since it holds the p-value of 0.1707, which is the highest 
insignificant p-value among all the remaining predictors. What is different is that, after removed this 
insignificant predictor and rerun the model, the Adj-R2 value has slightly decreased to 0.5952. 
However, the F-value has changed from 123.47 to 131.49, which is better than the previous model. 

 
The new Adj-R2 value of 0.5952 is almost identical as the previous Adj-R2 value of 0.5955, but the 
new F-value has significantly improved; therefore, I decided to ignore the slightly decrease in the 
value of Adj-R2 value and kept deleting the predictor with the highest insignificant p-value. 

 
Next, the variable “host_total_listings_count” was deleted since it holds the p-value of 0.1819, which 
is the highest insignificant p-value among all the remaining predictors. After removed this 
insignificant predictor and rerun the model, the Adj-R2 value has slightly decreased to 0.5950 and the 
F-value has changed from 131.49 to 140.67, which is better than the previous model. Again, although 
the Adj-R2 value has slightly decreased, it was still almost identical with the previous Adj-R2 value. 
On the other hand, the new F-value has again drastically increased. Therefore, I decided to keep 
ignoring the slightly decreased in new Adj-R2 value unless there is a significantly decreased. 

 
In addition, the predictor “d_host_is_superhost” was previously one of the insignificant 
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predictors, but after deleting variable “host_total_listings_count” then rerun the model, 
“d_host_is_superhost” has turned into a significant predictor, its p-value has changed to 0.0347, 
which is less than 0.05, therefore, it is significant. 

 
The variable “d_within_a_day” was then be deleted since it holds the p-value of 0.1673, which 

is the highest insignificant p-value among all the remaining predictors. After removed this 
insignificant predictor and rerun the model, the Adj-R2 value has slightly decreased to 0.5947, but it 
was almost identical with the previous one. The F-value has changed from 140.67 to 151.24, which is 
significantly better than the previous model. 

 
The variable “d_flexible” then been eliminated since it holds the p-value of 0.1129, which is the 

highest insignificant p-value among all the remaining predictors. After removed this insignificant 
predictor and rerun the model, the Adj-R2 value has slightly decreased to 0.5942, but it was almost 
identical with the previous one. The F-value has changed from 151.24 to 163.44, which is 
significantly better than the previous model. 
 

The variable “review_scores_rating” then been deleted since it holds the p-value of 0.0933, 
which is the highest insignificant p-value among all the remaining predictors. After removed this 
insignificant predictor and rerun the model, the Adj-R2 value has slightly decreased from 0.5942 to 
0.5695, but there is not difference between 0.59 and 0.56. The F-value has changed from 163.44 to 
193.63, which is a huge improvement. 
 

The two predictors – “security_deposit” and “d_within_a _few_hours” are two significant 
predictors originally; however, after deleting “review_scores_rating,” both of those have become 
insignificant predictors. However, due to the fact that F-value has significantly improved and Adj-R2 
is not a significant difference, I decided to remove predictor “security_deposit” next and see what 
happens. 

 
The variable “security_deposit” was then been removed since it holds the p-value of 0.2405, 

which is the highest insignificant p-value among all the remaining predictors. After removed this 
insignificant predictor and rerun the model, the Adj-R2 value has slightly increased from 0.5695 to 
0.5814 and the F-value has changed from 193.63 to 261.16, which is a very good improvement. 

 
Besides, now, all of my remaining 10 predictors are all significant and their VIF values are all 

less than 10, which means there is no multicollinearity problem in my model, as figure A.14 shown. I 
decided to check for assumptions to make sure the final model performs well. I utilized residual 
analysis to check model assumptions such as Constant Variance and Independence. 
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To check the assumption of Constant Variance and Independence, I checked Plot residuals versus 

Predicted Values (figure A.15). If the pattern of the spread shows a definite pattern, then there is a 
problem. The distribution shows that somehow points are randomly scattered inside a band centered 
around the horizontal line. As a result, the plots do show Constant Variance and Independence. 

 
At this stage, I finally got my final model: 

ln_price = 4.62402 + 0.09557*accommodates + 0.00181*cleaning_fee - 0.16545*d_within_an _hour 
– 0.09442*d_within_a_few_hours + 0.06436* d_host_is_superhost - 0.31864*d_WM - 
0.07842*d_SEM - 0.19151*d_NSM - 0.57445*d_private_room - 1.07743*d_shared_room + e 
      where d_within_an_hour =1 when Host Response Time = within an hour 
               d_within_a_few_hours =1 when Host Response Time = within a few hours 

d_host_is_superhost = 1 when Host Is Super Host = “t” 
d_private_room = 1 when Room Type = “Private room,” 
d_shared_room= 1 when Room Type = “Shared room,” 
d_WM = 1 when Region = “WM,” 
d_SEM = 1 when Region = “SEM,” 
d_NSM = 1 when Region = “NSM” 

Next, I proceed on checking the outliers and influential points. By removing the points that are 
both an outlier and an influential point, I rerun a total of 4 times until there is no point which is both 
an outlier and an influential point in my output, and there are a total of 2433 observation left, as figure 
A.16 shown. The number of observations that I removed as well as the remaining total number of 
observations that I had are as follow: 

  Number of Obs removed Remaining total number of Obs 

First Time 23 2455 

Second Time 15 2440 

Third Time 6 2434 

Fourth Time 1 2433 

        
 Now, the final model is satisfied with model assumptions such as Linearity, Constant Variance, 

Independence, and Normality. The distribution of “Plot residuals versus Predicted Value” in figure 
A.17 shows that points are randomly scattered inside a band centered around the horizontal line, so 
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the plots do show Constant Variance and Independence. To check the assumption of Normality, I 
examined the normal probability plot (figure A.18) of the residuals to see if the points lie close to the 
line. In figure A.18, the points show almost a straight line, so the plots do show Normality. As for 
figure A.19, the “Studentized versus Predicted” plot, the residual plot is not curvilinear, which means 
that it matches the assumptions of all Independence, Constant Variance, and Linearity. 
 

After deleting a total of 45 flagged observations, my final model has significantly improved. By 
comparing figure A.14 and A.16, I found that the Adj-R2 value increased from 0.5814 to 0.6685, 
which means that at this stage, 66.85% of the variance in my dependent variable has been captured 
and explained. The F-value has also significantly increased, from 261.16 to 369.65. The new model 
equation after removing outliers and influential points is as follow 

 
ln_price = 4.55926 + 0.10452*accommodates + 0.00153*cleaning_fee - 0.13951*d_within_an _hour 
– 0.06649*d_within_a_few_hours + 0.06551* d_host_is_superhost - 0.29170*d_WM - 
0.07655*d_SEM - 0.19426*d_NSM - 0.57727*d_private_room - 1.19174*d_shared_room + e 
      where d_within_an_hour =1 when Host Response Time = within an hour 

d_within_a_few_hours =1 when Host Response Time = within a few hours 
d_host_is_superhost = 1 when Host Is Super Host = “t” 
d_private_room = 1 when Room Type = “Private room,” 
d_shared_room= 1 when Room Type = “Shared room,” 
d_WM = 1 when Region = “WM,” 
d_SEM = 1 when Region = “SEM,” 
d_NSM = 1 when Region = “NSM” 
 

The independent variables “accommodates,” “cleaning_fee,” and “d_host_is_superhost” are 
positively associated to “ln_price;” while “d_within_an _hour,” “d_within_a_few_hours,” “d_WM,” 
“d_SEM,” “d_NSM,” “d_private_room,” and “d_shared_room” are all negatively associated with 
response variable “ln_price.” Besides, based on the results of the final model equation, now I can 
compute how each independent variable influence predicted price. 

 
● Assuming all other variables being constant, for any additional guests that the property 

accommodates, price for a night is predicted to increase by 11.01%, calculated as 
(exp(0.10452) - 1) * 100 = 11.01. 

● Assuming all other variables being constant, for any additional dollar amount increase in 
cleaning fee, price for a night is predicted to increase by 0.15%, calculated as (exp(0.00153) - 
1) * 100 = 0.15. 
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● Assuming all other variables being constant, if host is a superhost, price for a night is 
predicted to increase by 6.77%, calculated as (exp(0.06551) - 1) * 100 = 6.77. 

● Assuming all other variables being constant, if host response time is within an hour, price for 
a night is predicted to decrease by 14.97%, calculated as (exp(0.13951) - 1) * 100 = 14.97. 

● Assuming all other variables being constant, if host response time is within a few hours, price 
for a night is predicted to decrease by 6.87%, calculated as (exp(0.06649) - 1) * 100 = 6.87. 

● Assuming all other variables being constant, if the property is located at WM, price for a 
night is predicted to decrease by 3.87%, calculated as (exp(0.29170) - 1) * 100 = 33.87. 

● Assuming all other variables being constant, if the property is located at SEM, price for a 
night is predicted to decrease by 7.95%, calculated as (exp(0.07655) - 1) * 100 = 7.95. 

● Assuming all other variables being constant, if the property is located at NSM, price for a 
night is predicted to decrease by 21.44%, calculated as (exp(0.19426) - 1) * 100 = 21.44. 

● Assuming all other variables being constant, if the property provided a private room, price for 
a night is predicted to decrease by 78.11%, calculated as (exp(0.57727) - 1) * 100 = 78.11. 

● Assuming all other variables being constant, if the property provided a shared room, price for 
a night is predicted to decrease by 229.28%, calculated as (exp(1.19174) - 1) * 100 = 229.28. 
 

At this stage, I would like to know what the most important predictors in my model are. From 
the absolute values of standardized coefficients, I identified that the independent variable 
“d_private_room” has the strongest influence on my dependent variable, “ln_price,” since it has the 
highest absolute standardized estimate value of |-0.42812| compare to other predictors (figure A.20). 
The independent variable “accommodates” also has a strong influence on my dependent variable, 
since “accommodate” shows the second highest absolute value of standardized coefficient, 0.37650, 
among the rest of the predictors. In addition, a Pearson Correlation Coefficients table was generated 
as figure A.21 shown. There is no value larger than 0.9, so I do not have a multicollinearity problem. 

 
Finally, I applied Cross Validation on my optimal model, A.22 shows all the outputs. The 

Average Square Error (ASE) graph shows that the red line (Test set) is below the blue line (Training 
set). In addition, within the “Stepwise Selection Summary,” the 4 important indicators: “SBC,” 
“ASE,” “Test ASE,” and “CV Press” all show dropping numbers, which means that during the 
selection process, the error has kept being reduced, and eventually be minimized. I also checked the 
value of ASE (Train) and ASE (Test). The value of ASE for my Training set is about 0.12, while the 
value of ASE for my Testing set is about 0.11. The fact that there is only 0.01 in the difference 
between 0.12 and 0.11 indicates that my model is good and Cross Validation is successfully 
conducted. 

 
After Cross Validation, I could utilize my final model for prediction, as figure A.23 shown. For 
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instance, if there is an Airbnb which accommodates 4 people, requires AU$70 for cleaning fee, host 
response time is within an hour, the host is a superhost, located in WM, and provides private room, 
then how much will the price of this Airbnb be? 

4.1386 with C.I. 4.0366, 4.2406 
     (exp(4.1386) - 1) * 100 = 6171.49 
     (exp(4.0366) - 1) * 100 = 5563.34 
     (exp(4.2406) - 1) * 100 = 6844.95 

Since I have transformed the dependent variable “price” to Log(price) at the beginning, I have to 
retransform “ln_price” back to complete my predictions. After retransformation, the Airbnb price is as 
follow: 

AU$ 6171.49 with C.I. AU$ 5563.34, AU$ 6844.95 
Or, if there is an Airbnb which accommodates 6 people, requires AU$100 for cleaning fee, host 

response time is more than an hour, the host is not a superhost, located in NSM, and provides shared 
room, then how much will the price of this Airbnb be? 
                  4.0148 with C.I. 3.8158, 4.2138 
                                 (exp(4.0148) - 1) * 100 = 5441.22 
                                 (exp(3.8158) - 1) * 100 = 4441.30 
                                 (exp(4.2138) - 1) * 100 = 6661.29 
After retransformation, the Airbnb price is as follow: 
                  AU$ 5441.22 with C.I. AU$ 4441.30, AU$ 6661.29 

 
B. Theresa 

 
  I started my dataset with 2500 observations; it has 11 independent variables and 1 dependent 
variable. Of the 11 independent variables, 6 are qualitative variables and 5 are quantitative variables. 
There are five different regions, but due to the fact that there are 18 observations that does not have 
regions associated with it, and there is no way to determine which regions they actually belong to; 
therefore, I removed those observations during data pre-processing stage. 
  

I decided to create dummy variables for all 6 qualitative variables as it will ease the analysis 
later on, which are host response time, host is super host, room type, bed type, cancellation policy, 
and region. Together, 16 dummy variables are creased. I’ve also created the interaction term between 
review score ratings and whether the host is superhost or not. This is to test if the review score ratings 
tend to be higher for superhost than those who are not a superhost, the assumption is that super host 
listings tend to have higher rating, and reputation, thus, they tend to have higher price point. 
  

After data pre-processing; I started off with computing the descriptive, histogram, 
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scatterplots, and frequency table. The descriptive in appendix B.1 show that the mean is 145.56 and 
the median is 109, The mean is greater than the median, which means it is skewed to the right. 
Kurtosis is greater than 3, which indicates the dataset has heavier tails than a normal distribution. By 
looking at the histogram in appendix B.2, it is very clearly indicated that the data are not normally 
distributed, the majority of data are on the far left side of the histogram. 
  

The scatterplot form B.4-B.24 also proves that there does not seem to be any relationship 
between price (dependent variable) and each independent variable. We can see from every single 
scatterplot that the correlation is very weak. The scatter plot for dummy variables that I have created 
earlier have points fall on either 0 or 1 as I have coded them; this makes these scatterplots less 
informative; as a result, I’ve decided to include the frequency table (appendix B.3) for all those 
qualitative variables that have dummy variables. The frequency table give me an idea of their ratio to 
each other, and how often are they occurring in the dataset. 
  

At this stage, it is very clear to see that transformation of data is absolutely in need. I use log 
transformation to continue with my dataset. After transformation, I computed descriptive (appendix 
B.26), histogram (appendix B.25), and some scatterplots (appendix B.27). We can see the 
transformation is successful. The histogram (appendix B.25) now have normal distribution, and it is 
bell shaped and unimodal. 
  

The Pearson correlation table (appendix B.25.1) shows that numroom2 has the highest 
correlation with log price; its correlation value is 0.649, followed by accommodates of 0.618. We can 
see from the descriptive table; mean is now 4.70 and median 4.69, which is very close. Kurtosis is less 
than 3, so there might be potential outliers. It is a lot better than the histogram before log 
transformation in appendix B.2. 
  

The scatterplots show the correlation has improved. Despite those that has been coded with 0 
and 1, other quantitative variables now have some sort of relationship with the dependent variable; we 
can see there is clearly linear correlation between price and cleaning fee. Also, from the scatterplot, 
there are points that fall outside of 3 standard deviations, and those might be potential outliers.  
  

Now, I can first try to fit a regression model. We can see from the regression model (appendix 
B.28) that one of my dummy variables, numbed2 (air bed), have 0 DF; by going back to my frequency 
table, I found out numbed2 only have two observations; since it does not have enough/sufficient 
observations and that I have no way to get more observations, I decided to take out numbed2. I tried to 
fit another model after removing numbed2, the model is shown in appendix B.29. 
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The full model at this stage is as follows: 
ln_price = 3.25398 – 0.00039*host_total_listings_count + 0.09661*accommodates + 
0.00007884*security_deposit + 0.00127*cleaning_fee + 0.0027*review_scores_rating – 
0.04617*numresponse1 + 0.12028*numresponse2 + 0. 495*numresponse3 + 0.26265*numresponse4 
– 1.02072*numsuper + 0.4989*numroom1 + 1.0509*numroom2 – 0.01709*numbed1 + 
0.15078*numbed3 – 0.00889*numcancellation1 – 0.00175*numcancellation2 – 
0.03417*numregion1– 0.12836*numregion2 – 0.23448*numregion3 – 0.27136*numregion4 + 
0.01113*numsuper_review_scores_rating 
  
Where numresponse1 = 1 when host_response_time = ‘within an hour’ 
         numresponse2 = 1 when host_response_time = ‘within a day’ 
         numresponse3 = 1 when host_response_time = ‘within a few hours’ 
         numresponse4 = 1 when host_response_time = ‘a few days or more’ 
         numsuper = 1 when host_is_superhost = ‘t’ 
         numroom1 = room_type = ‘Private room’ 
         numroom2 = 1 when room_type = ‘Entire home/apt’ 
         numbed1 = 1 when bed_type = ‘Real Bed’ 
         numbed3 = 1 when bed_type = ‘Pull-out’ 
         numcancellation1 = 1 when cancellation_policy = ‘strict’ 
         numcancellation2 = 1 when cancellation_policy = ‘flexible’ 
         numregion1 = 1 when Region = ‘IM’ 
         numregion2= Region = ‘SEM’ 
         numregion3 = 1 when Region = ‘NSM’ 
         numregion4 = 1 when Region = ‘WM’ 
         numsuper_review_scores_rating = numsuper*review_scores_rating 
  
(Exp(0.00039)-1)*100 = 0.04 
Every unit increase in host_total_listings_count, Price will decrease by 0.04% 
  
(Exp(0.09661)-1)*100 = 10.14 
Every unit increase in accommodates, Price will increase by 10.14% 
  
(Exp(0.00007884)-1)*100 = 0.0079 
Every 1% increase in security_deposit, Price will increase by 0.0079% 
  
(Exp(0.00127)-1)*100 = 0.09 
Every 1% increase in cleaning_fee, Price will increase by 0.09% 
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(Exp(0.0027)-1)*100 = 0.27 
Every 1 point increase in review_scores_rating, Price will increase by 0.27% 
  
(Exp(0.04617)-1)*100 = 4.73 
Every change from numresponse1 (within an hour), Price will decrease by 4.73% 
  
(Exp(0.12028)-1)*100 = 12.78 
Every change from numresponse2 (within a day), the Price will increase by 12.78% 
  
(Exp(0. 495)-1)*100 = 64.05 
Every change from numresponse3 (within a few hours), the Price will increase by 64.05% 
  
(Exp(0.26265)-1)*100 = 30.04 
Every change from numresponse4 (a few days or more), the Price will increase by 30.04% 
  
(Exp(1.02072)-1)*100 = 177.52 
Every change from numsuper (superhost), Price will decrease by 177.52% 
  
(Exp(0.4989)-1)*100 = 64.69 
Every change from numroom1 (private room), the Price will increase by 64.69% 
  
(Exp(1.0509)-1)*100 = 186.02 
Every change from numroom2 (Entire home/apt), the Price will increase by 186.02% 
  
(Exp(0.01709)-1)*100 = 1.72 
Every change from numbed1 (real bed), the Price will decrease by 1.72% 
  
(Exp(0.15078)-1)*100 = 16.27 
Every change from numbed3 (pull-out), the Price will increase by 16.27% 
  
(Exp(0.00889)-1)*100 = 0.89 
Every change from numcancellation1 (strict), the Price will decrease by 0.89% 
  
(Exp(0.00175)-1)*100 = 0.18 
Every change from numcancellation2 (flexible), the Price will decrease by 0.18% 
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(Exp(0.03417)-1)*100 = 3.48 
Every change from numregion1 (IM), the Price will decrease by 3.48% 
  
(Exp(0.12836)-1)*100 = 13.70 
Every change from numregion2 (SEM), Price will decrease by 13.70% 
  
(Exp(0.23448)-1)*100 = 26.43 
Every change from numregion3 (NSM), Price will decrease by 26.43% 
  
(Exp(0.27136)-1)*100 = 31.17 
Every change from numregion4 (WSM), Price will decrease by 31.17% 
  
(Exp(0.01113)-1)*100 = 1.12 
Every change of numsuper_review_scores_rating, Price will increase by 1.12% 
  

At this point, F. value is 108.51, and p-value is less than 0.0001, which means we can reject the 
null hypothesis; there is at least one predictor that is significantly associated with price (dependent 
variable). 
  

The value for R2
  is 0.6376 and the value for Adj-R2  is 0.6318. R-Square of 0.6376 indicates 

63.76% of the variation in price is explained by its relationship with its independent variables. Similar 
to R-Square, Adj R-Sq indicate 63.18% of the variation in price is explained by the regression line. 
RMSE is now 0.369. For the studentized residuals vs the predicted value (appendix B.29.1). Points are 
not randomly scattered around the horizontal zero line, and we can see a pattern, which look like a fan 
shape. At this point, all residual plots don’t satisfies assumptions. The plot shows a pattern and looks 
like the spread is increasing. The studentized residuals vs other predictors does not satisfy constant of 
variance. When checking for independence, all residuals show a pattern at this stage, points are not 
randomly scattered. For linearity, we can see that scatterplot from above have a moderate to weak 
relationship; scatterplot shows a moderate linearity price and cleaning fee. The normal probability plot 
(appendix B.29.1) of the residuals has points lie around the line; it is not very straight, and more action 
can be taken to improve this. There are a number of variables that have p-value greater than 0.05. I 
removed them one by one and I rerun the regression model each time. The appendix B.30 shows current 
fitted model. 
  

The model now has 11 independent variables after removing the ones that are non-significant. 
The adjusted R square is now 0.6301, and RMSE of 0.370; both indicators did not change much from 
before; and all variables have p-value less than 0.05. Next, I computed VIF statistics to check for 
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collinearity. The variance inflation column from appendix B.31 indicates numroom1 and numroom2 
have VIF greater than 10, which indicated multicollinearity existed. As a result, I removed one variable 
at a time, and the end result is that all VIF are now below 10, which means the issue of collinearity has 
been resolved (appendix B.32). 
  

After the full model, I will be removing outliers and influential points. Cook’s D table has been 
computed. I decided to remove observations that are both influential point and outliers. The 
observations I deleted are shown in appendix B.33. I re-run the studentized residuals and cook’s D table; 
and I further delete observations with outlier issues (appendix B.33). Appendix B.34 shows final model 
after influential points and outliers have been removed. F value has increased to 261.77; adj r sq increase 
from 0.6301 to 0.6680; and RMSE decreased to 0.336. We can see the final model have 10 variables 
and all of them are significant.   
  

Next, I analyzed each predictor’s influence on log price; as the Parameter Estimate table 
shows (appendix B.35), accommodates have the highest influence on log price as it has the highest 
absolute value of standardized estimate; the second highest is numroom2 (entire home/apt). 
  

Studentized residual is up next; from the graphs (appendix B.36) we can see that in 
comparison to the previous studentized residual, the graphs show significant improvement. Points are 
more randomly scattered around the zero line. Points are more spread out for the residual plot vs all 
predictors. The plots of dummy variables still show points around 0, and this is again due to coding. 
The graph of studentized residual vs the predicted value show that constant of variance and 
independence is satisfied; we can see from the plot that points are randomly scattered around the 
horizontal zero line, and there is no pattern. The normal probability plot of the residuals is normal 
with points lie close around the line; we can see that it is almost a straight line, so it is normal. 
  
The final model from appendix B.34: 
  
ln_price = 3.52172 + 0.10353*accommodates + 0.00008683*security_deposit + 
0.000876*cleaning_fee + 0.00455*review_scores_rating – 0.08426*numresponse1 + 0.57472* 
numroom2 – 0.08369*numregion2 – 0.17846*numregion3 – 0.21107*numregion4 + 
0.00043*numsuper_review_scores_rating 
  
Where numresponse1 = 1 when host_response_time = within an hour 
         numroom2 = 1 when room_type = Entire home/apt 
         numregion2= Region = SEM 
         numregion3 = 1 when Region = NSM 



 
31 

 

         numregion4 = 1 when Region = WM 
         numsuper_review_scores_rating = numsuper*review_scores_rating 
  
(Exp(0.10353)-1)*100 = 10.91 
Every unit increase in accommodates, Price will increase by 10.91% 
  
(Exp (0.00008683)-1)*100 = 0.008 
Every 1% increase in security_deposit, Price will increase by 0.008% 
  
(Exp (0. 0.000876)-1)*100 = 0.09 
Every 1% increase in cleaning_fee, Price will increase by 0.09% 
  
(Exp (0.00455)-1)*100 = 0.46 
Every 1 point increase in review_scores_rating, Price will increase by 0.46% 
  
(Exp (0.08426)-1)*100 = 8.79 
Every change from numresponse1(within an hour), Price will decrease by 8.79% 
  
(Exp (0.57472)-1)*100 = 77.66 
Every change from numroom2 (Entire home/apt), Price will increase by 77.66% 
  
(Exp (0.08369)-1)*100 = 8.73 
Every change from numregion2 (SEM), Price will decrease by 8.73% 
  
(Exp (0.17846)-1)*100 = 19.54 
Every change from numregion3 (NSM), Price will decrease by 19.54% 
  
(Exp (0.21107)-1)*100 = 23.50 
Every change from numregion4 (WSM), Price will decrease by 23.50% 
  
(Exp (0.00043)-1)*100 = 0.04 
Every 1% increase in numsuper_review_scores_rating, Price will increase by 0.04% 
  

Of all the variables, reply time of within an hour and regions all have negative association 
with log price; the greatest one been region WSM, when the listing is not located in WSM, log price 
will decrease by 23.50%. Therefore, it is confident to say that WSM have higher price than different 
regions. Also, from the model we can see that room type also play a significant factor in price. When 
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the room type is not entire home/apt, price will increase by 77.66%, which means entire home/apt 
have a relatively lower log price. 
  

The next step I performed was cross validation. Appendix B.37 show the result of splitting 
my dataset into testing and training. As the result shows, after 5-fold cross validation, training set has 
value of 0.116 and testing set has value of 0.103, test is lower than training. The adj r sq has a value of 
0.6637 and RMSE of 0.34. The graph also shows that the test line is lower than the train line, which 
indicates the model is validated. 
  
The validation model is shown below: 
  
ln_price = 3.470059 + 0.10887*accommodates + 0.000086997*security_deposit + 
0.0007*cleaning_fee + 0.005296*review_scores_rating – 0.083287*numresponse1 + 0.566806* 
numroom2 – 0.087951*numregion2 – 0.190821*numregion3 – 0.188125*numregion4 
  
Where numresponse1 = 1 when host_response_time = within an hour 
          numroom2 = 1 when room_type = Entire home/apt 
       numregion2= Region = SEM 
          numregion3 = 1 when Region = NSM 
          numregion4 = 1 when Region = WM 
  
(Exp (0.10887)-1)*100 = 11.50 
Every unit increase in accommodates, Price will increase by 11.50% 
  
(Exp( 0.000086997)-1)*100 = 0.0087 
Every 1% increase in security_deposit, Price will increase by 0.0087% 
  
(Exp (0.0007)-1)*100 = 0.07 
Every 1% increase in cleaning_fee, Price will increase by 0.07% 
  
(Exp (0.005296)-1)*100 = 0.53 
Every 1 point increase in review_scores_rating, Price will increase by 0.53% 
  
(Exp (0.083287)-1)*100 = 8.69 
Every change from numresponse1 (within an hour), Price will decrease by 8.69% 
  
(Exp (0.566806)-1)*100 = 76.26 
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Every change from numroom2 (Entire home/apt), Price will increase by 76.26% 
  
(Exp (0.087951)-1)*100 = 9.19 
Every change from numregion2 (SEM), Price will decrease by 9.19% 
  
(Exp (0.190821)-1)*100 = 21.02 
Every change from numregion3 (NSM), Price will decrease by 21.02% 
  
(Exp (0.188125)-1)*100 = 23.50 
Every change from numregion4 (WSM), Price will decrease by 27.12% 
  
The last step I perform is prediction intervals. I chose 2 sets of values as follows: 
  

Accommodates 2 4 

Security_deposit 550 600 

Cleaning 100 110 

Review_scores_rating 90 85 

Numresponse1 1 0 

Numroom2 1 1 

Numregion2 1 0 

Numregion3 0 1 

Numregion4 0 0 

Numsuper_review_scores_rating 0 0 

  
The result shown in appendix B.38 indicate that the predicted log price for the first set of 

prediction is $4.6808, which when retransformed back give $10,685.63. 95% confidence interval is 
($10,079.90, $11,328.55). The 95% prediction interval is ($5,461.76, $20,816.01). For the second 
prediction, price turn out to be $12,902.15, 95% confidence interval is ($11,978.35, $13,896.61). The 
95% prediction interval is ($6,594.02, $25,154.77). 
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When an Airbnb listing that have an accommodation 2 people, security deposit of $550, 

cleaning fee $100, review scores rating of 90, and it is located in SEM (South Eastern Melbourne), the 
price is predicted to be $10,685.63. The second prediction reveals when an Airbnb listing that have an 
accommodation 4 people, security deposit of $600, cleaning fee $110, review scores rating of 85, and 
it is located in NSM (Northern Suburbs Melbourne), the price is predicted to be $12,902.15. 
  
First set of prediction calculations: 
(Exp(4.6808)-1)*100 = $10,685.63 
(Exp(4.6230)-1)*100 = $10,079.90 
(Exp(4.7387)-1)*100 = $11,328.55 
(Exp(4.0185)-1)*100 = $5,461.76 
(Exp(5.3431)-1)*100 = $20,816.01 
  
Second set of prediction calculation: 
(Exp(4.8677)-1)*100 = $12,902.15 
(Exp(4.7940)-1)*100 = $11,978.35 
(Exp(4.9414)-1)*100 = $13,896.61 
(Exp(4.2038)-1)*100 = $6,594.02 
(Exp(5.5316)-1)*100 = $25,154.77 

 
C. Shweta 

 
Data Preprocessing & Exploration 
 

The dataset required renaming some of the variables as well as creating dummy variables. 
Here is a summary of the final variable names with descriptions and dummy variables used in the 
analysis – 

 
 

Variable Description Dummy variables 

res_time Average time the host 
responses to a guest inquiry: 
"anhour", "fewhours", 
"aday". 

For res_time, k=3 so k-1=2 dummy 
variables 

anhour is the baseline used 
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d_res2=1 if res_time="fewhours", 0 for 
otherwise 

d_res3=1 if res_time="aday", 0 for 
otherwise 

superhost Whether the host is a 
superhost: true or false 

d_superhost=1 if superhost =t (host is 
superhost), 0 if superhost=f (host is not a 
superhost) 

total_listings Number of listings the host 
has on AirBnB   

room_type The property type of the 
listing: home_apt (entire 
home/apartment) and p_room 
(private room) 

d_room=1,  if room_type=home_apt, 0 if 
otherwise (room_type=p_room)) 

acc Max number of guests that 
can be accommodated   

price Price per night   

security_deposit Security Deposit   

cleaning_fee Cleaning Fee   

review_scores_rating     

can_policy Cancellation policy (flexible, 
moderate or strict) 

For can_policy, k=3 so k-1=2 dummy 
variables 

flexible is the baseline used 

d_can2=1 if can_policy="moderate", 0 for 
otherwise 
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d_can3=1 if can_policy="strict", 0 for 
otherwise 

Region Region in which Airbnb is 
located 

For res_time, k=5 so k-1=4 dummy 
variables 

IM is the baseline used 

d_reg2=1 if region="NSM", 0 for otherwise 

d_reg3=1 if region="SEM", 0 for otherwise 

d_reg4=1 if region="EM", 0 for otherwise 

d_reg5=1 if region="WM", 0 for otherwise 

 
Created interaction term, sd_sh=d_superhost*security_deposit 
 

The descriptive statistics (figure C.1) shows that the average number of total listings per host 
is around 16, but this number can be skewed because the maximum number of total listings is 276 
which seems a little high. The inter quartile range is 1-13 and this is where most of the values for total 
listings fall. 

 
The average number of guests accommodated by an AirBnB property is 4, with 1 being the 

minimum and 16 being the maximum. 
 
The average price per night is AU$ 150, with AU$ ‘0’ being the minimum and AU$ 1501 as 

maximum. The minimum and maximum values maybe outliers and will need to be removed in the 
analysis stage since price cannot be AU$=0. The inter quartile range is AU$ 93- AU$ 169, therefore 
the maximum value of AU$ 1501 seems to be a bit extreme. 

 
The average security deposit charged is AU$ 289 with the interquartile range of AU$ 141-

AU$350. The minimum is AU$ 0, which is acceptable since not all Airbnb’s charge security deposit. 
The maximum security deposit charged is AU$ 5000, which looks like an outlier and may be needing 
to be removed later. 

 
The average cleaning fee charged is AU$ 70 and the interquartile range is AU$ 35 – AU$ 95. 
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The minimum is AU$ 0 which is acceptable since some AirBnB’s may not charge a separate cleaning 
fee but instead include it with the price. The maximum cleaning fee charged is AU$ 467, which is 
very far from the 75-quartile value of AU$ 95. It may be an outlier. 

 
The review score rating range from 20-100, with the inter quartile range of 92-100. The 

minimum review score rating is 20, which may be an outlier since the 5th quartile value is 80. We can 
assume that most values for the review score rating are on a higher side. 

 
The histogram for total_listings (Figure C.2), acc (Figure C.3), price (Figure C.4), 

security_deposit (Figure C.5) and cleaning fee (Figure C.6) are all left skewed. The histograms show 
outliers as also seen in descriptive statistics (Figure C.1). There may be a need for transformation. The 
histogram for the variable review_score_listing (Figure C.7) is right skewed. 

 
The observations for hosts who are not superhosts is higher than those are (Figure C.8). The 

number of observations for region ‘IM’ is a lot higher than the rest of the regions (Figure C.8). The 
number of observations for can_policy ‘strict’ is also a hot higher than ‘moderate’ & ‘flexible’ (Figure 
C.8). The observations for room_type ‘apt_home’ are more than thrice for room_type ‘p_room’ 
(Figure C.8). The number of observations for res_time ‘an hour’ is more than 10 times higher than 
res_time ‘aday’ (Figure C.8). 

 
The scatter plot matrix (Figure C.9) shows that the regression line for price against all the x-

variables (quantitative) is fairly linear. There seems to be an outlier and influential point’s issue. There 
doesn’t seem to be any collinearity issues within the different quantitative x-variables. Checked for 
multicollinearity in the Pearson correlation coefficient table (Figure C.10) as well. There is no 
collinearity even amongst the interaction term sd_sh (d_superhost*security_deposit) with the x-
variables, d_superhost & security_deposit, therefore the centering of the said x-variables was not 
needed. 

 
To check whether a polynomial regression is required instead of the linear regression, linear 

regression was performed on the full model and residuals were checked. The full model (Figure C.11) 
shows adj r-square of 39.54% which is low. Residuals were also checked. The fit diagnostics for price 
(Figure C.12), shows that data is fairly linear and polynomial regression will not be needed. Although, 
will need to remove outliers and influential points. The residuals plots of x-variables (acc, 
security_deposit, cleaning_fee, review_score_rating) against the y-variable price are violating the 
assumptions of independence and constant variance. (Figure C.13, Figure C.14, Figure C.15 Figure 
C.16. Figure C.17). The normal probability plot (Figure C.18) shows a slight S-shape. Therefore, 
transformation is required. 
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Data Analysis 

The full model (Figure C.11) is shown below. Adj R-square is 39.54% and RMSE is 91.372. 
P-value is <.0001, so we can reject the null hypothesis as at least 1 variable is significantly associated 
with the Y-variable. 
Price (y-variable) = -133 – 0.07235*(total_listings) + 21.11167 *(acc) + 0.03725 *(security_deposit) 
+0.47361 *(cleaning_fee) + 1.51716 *(review_score_rating) + 26.91881 *(d_res2) +16.43878 
*(d_res3) +5.72444 *(d_superhost) + 18.19029 *(d_room) -5.04343 *(d_can2) – 6.21231 *(d_can3) – 
7.51898 *(d_reg2) -4.45586 *(d_reg3) +10.18351 *(d_reg4) -47.92809 *(d_reg5) + 0.00034658 
*(sd_sh) + e 
Where  
d_res2=1 if res_time="fewhours", 0 for otherwise 
d_res3=1 if res_time="aday", 0 for otherwise 
d_superhost=1 if superhost =t (host is superhost), 0 if superhost=f (host is not a superhost) 
d_room=1, if room_type=home_apt, 0 if otherwise (room_type=p_room) 
d_can2=1 if can_policy="moderate", 0 for otherwise 
d_can3=1 if can_policy="strict", 0 for otherwise 
d_reg2=1 if region="NSM", 0 for otherwise 
d_reg3=1 if region="SEM", 0 for otherwise 
d_reg4=1 if region="EM", 0 for otherwise 
d_reg5=1 if region="WM", 0 for otherwise 
sd_sh=d_superhost*security_deposit (interaction term) 
  

None of the vif value is above 10, thus there is no multicollinearity issue. Therefore, no need 
to remove any variables. The p-value for the interaction term is above 0.05, which means it is 
insignificant. Not removing it at this stage as it will be removed in the model selection process. 
  

Studentized residuals and Cook’s D output was checked for outliers and influential points. 
Observations that’s shown as outliers and influential points were removed. After removing 25 outliers 
and influential points, the full model was run again (Figure C.19). Adj r-square increased to 43.84% 
and RMSE was decreased to 62.202 which proved that removing outliers and influential points was 
needed. P-value is still <.0001, so we can continue to reject the null hypothesis as at least 1 variable is 
significantly associated with the Y-variable. The Vif values are less than 10 thus showing there are no 
multicollinearity issues. Checked for residuals at this point, the graphs seem to be getting slightly 
better but still more outliers and influential points need to be removed. Again, Studentized residuals 
and Cook’s D output was checked for outliers and influential points. Observations that’s shown as 
outliers and influential points were removed. 
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After removing 24 observations, the full model was run again (Figure C.21). Adj R-square 
has now increased to 46.52% and RMSE has decreased to 52.789. P-value is still <.0001, so we can 
continue to reject the null hypothesis as at least 1 variable is significantly associated with the Y-
variable. The Vif values are less than 10 thus showing there are no multicollinearity issues. Checked 
for residuals at this point, the graphs seem to be getting slightly better but still more outliers and 
influential points need to be removed. Again, studentized residuals and Cook’s D output was checked 
for outliers and influential points. 

 
After removing 21 observations, the full model was run again (Figure C.23). Adj R-square has now 
increased to 48.50% and RMSE has decreased to 47.859. P-value is still <.0001, so we can continue 
to reject the null hypothesis as at least 1 variable is significantly associated with the Y-variable. The p-
value for the interaction term is still above 0.05, so it will be removed in the model selection process. 
The Vif values are less than 10 thus showing there are no multicollinearity issues. Studentized 
residuals and Cook’s D output was checked for outliers and influential points. I removed some 
outliers and influential points again but adj r-square was decreasing therefore didn’t proceed with 
more removal of observations. Checked for residuals at this point and the studentized residuals plots 
(Figure C.25, Figure C. 26, Figure C.27, Figure C.28, Figure C.29, Figure C.30) though seem to be 
better but the normal probability plot is slightly s shaped (Figure C.31). The histogram for Price 
(Figure C.32) is still slightly left skewed although less skewed than the initial histogram (Figure C.4). 
The scatterplot after removing all the influential points and outliers (Figure C.33) shows better 
linearity than the initial scatter plot (Figure C.13) Therefore, proceeded with log transformation of the 
y-variable – price.  
 

After transforming the y-variable price, adj r-square of the full model increased to 58.77% 
and RMSE decreased to 0.32.  (Figure C.34). P-value is still <.0001, so we can continue to reject the 
null hypothesis as at least 1 variable is significantly associated with the Y-variable. The p-value for 
the interaction term is still above 0.05, so it will be removed in the model selection process. The Vif 
values are less than 10 thus showing there are no multicollinearity issues. Studentized residuals and 
Cook’s D output was checked for outliers and influential points. There weren’t many outliers and 
influential points so did not remove any. There were 3 observations with missing values and therefore 
not used in the regression (Figure C.34). Since the log transformation needs the y variable not equal to 
0 and some of the values for price was 0 which were not removed manually. Since it was just 3 
observations, did not take any action. The assumptions for independence and constant variance seem 
to be fairly satisfied at this point (Figure C.36, Figure C.37, Figure C.38, Figure C.39, Figure C.40, 
Figure C.41). The assumption for normality also is satisfied (Figure C.42). The Histogram looks 
symmetrical i.e. unimodal (Figure C.43) and scatter plots (Figure C.44) looks fairly linear. 
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Note: In order to check if I can get better results with transforming the x-variables, I 
performed sqrt transformation on the quantitative x-variables (total_listings, acc, security_deposit, 
cleaning_fee and review_score_rating) and the y-variable price. Since there were values=0 for 
security_deposit and cleaning_fee, I could not proceed with doing log transformations if needed for 
both x and y variables. I ran a model with only transformed y-variable, sqrt_price, (Figure C.45), a 
model with transformed x-variables (sqrt_total_listings, sqrt_acc, sqrt_security_deposit, 
sqrt_cleaning_fee, and sqrt_review_score_rating) (Figure C.46) and a model with all the x and y 
variables transformed (Figure C.47). None of the models with the sqrt transformed showed better 
results than the log transformation of y-variable price. The residual plots and scatter plots also didn’t 
show any significant difference. Therefore, decided to proceed with the model where y-variable price 
has undergone log transformation. 

 
Model Training & Test 
 

The data was divided into Train and Test Sets in 75:25 ratio and stepwise and adj r-square 
selection methods were used to arrive on the fitted model. Both the models showed the same 11 
variables which were significant. Therefore, there was no need for model comparison. (Figure C.48, 
Figure C.49) 
The fitted model (Figure C.50) is with 11 variables with adj r-square of 59.72% and a low RMSE of 
0.31385. The P-value is less than .0001, F-value is 195.79.  The vif value for all the 11 variables is 
below 10, thus proving that there are no multicollinearity issues. The standardized estimate shows that 
number of guests that can be accommodated at an AirBnB seem to be the most influential variable. 
Assumptions for independence and constant variance are satisfied (Figure C.52 – Figure C.56). The 
normal probability plot looks normal and linear (Figure C.57). Studentized residuals and cook’s D 
graphs were checked for outliers and influential points but since there weren’t many, did not remove.  
  
The Final Fitted model equation based on train set is – 
new_y=3.6422 + 0.0899 *(acc) + 0.0001 * (security_deposit) +0.0005 * (cleaning fee) + 0.0033 
*(review_score_rating) + 0.0702 *(d_res2) + 0.1143 *(d_res3) + 0.0394 (d_superhost) + 0.5507 
*(d_room) -0.216 *(d_reg2) – 0.0487 *(d_reg3) - 0.2994 *(d_reg5) 
Where, 
d_res2=1 if res_time="fewhours", 0 for otherwise 
d_res3=1 if res_time="aday", 0 for otherwise 
d_superhost=1 if superhost =t (host is superhost), 0 if superhost=f (host is not a superhost) 
d_room=1, if room_type=home_apt, 0 if otherwise (room_type=p_room) 
d_reg2=1 if region="NSM", 0 for otherwise 
d_reg3=1 if region="SEM", 0 for otherwise 
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d_reg5=1 if region="WM", 0 for otherwise 
  
Interpretation 
  
The x-variable ‘acc’ (number of guests accommodated in an AirBnB) is positively associated with 
price. new_y (log of price) will change by 0.0899 for an additional guest accommodation assuming all 
the other factors are constant. Price will increase 9.4% for every additional guest. 
Calculation: (exp (0.0899)-1)*100 = 9.4064 
  
The x-variable ‘security_deposit’ is positively associated with price. new_y (log of price) will change 
by 0.0001 for an AU$ 1 increase in security deposit. Price will increase by 0.01% for every AU$ 
increase in security deposit. 
Calculation: (exp (0.0001)-1)*100 = 0.01 
  

The x-variable ‘cleaning fee’ is positively associated with price. new_y (log of price) will 
change by 0.0005 for an AU$ 1 increase in cleaning fee. Price will increase by 0.05% for every AU$ 
increase in cleaning fee. 
Calculation: (exp (0.0005)-1)*100 = 0.05 
  
The x-variable ‘review_score_rating’ is positively associated with price. new_y (log of price) will 
change by 0.0033 for every review score rating. Price will increase by 0.33% for every unit increase 
in review score rating. 
Calculation: (exp (0.0033)-1)*100 = 0.33 
  
new_y (log of price) will change by 0.0702 when response time is few hours as compared to the 
response time of an hour. Price will be 7.27% higher if the host’s response time is a few hours as 
compared to the host's response time of an hour. 
Calculation: (exp (0.0702)-1)*100 = 7.27227 
  
new_y (log of price) will change by 0.1143 when response time is a day as compared to the response 
time of an hour. Price will 12.109% higher if the host’s response time is few hours as compared to the 
host's response time of an hour. 
Calculation: (exp (0. 0.1143)-1)*100 = 12.109 
  
For the x-variable superhost, the price of the AirBnB if the host is a superhost will be 4.019% higher 
than if the host is not a superhost.   
Calculation: (exp (0.0394)-1)*100 = 4.019 
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For the x-variable superhost, the price of the AirBnB for an entire home/apt will be 73.44% higher is 
than a private room. 
Calculation: (exp (0. 5507)-1)*100 = 73.44 
  
For the x-variable region, the price for an Airbnb in region NSM will be 19.43% lower than price for 
an Airbnb in IM.  The price for an Airbnb in region SEM will be 4.753% lower than price for an 
Airbnb in IM. The price for an Airbnb in region WM will be 25.87% lower than price for an Airbnb in 
IM. 
  
d_reg2 (region=NSM) - Calculation: (exp (-0. 216)-1)*100 = -19.43 
d_reg3 (region=SEM) - Calculation: (exp (-0.0487)-1)*100 = -4.753 
d_reg5 (region=WM) - Calculation: (exp (-0.2994)-1)*100 = -25.87 
  
Computing the prediction on new values (Figure C.60) – Predictions was done for 2 new data 
observations. 
  
1st data prediction: The scenario is the Airbnb accommodates 2 guests, charges AU$ 300 as security 
deposit, no cleaning fee, has review score rating of 96, host’s response time is within an hour, host is a 
superhost and Airbnb is In the NSM region. 
  
The model predicts that the price will be AU$ 6041 for the above condition with 95% confidence 
interval of (AU$ 5331, AU$ 6844) a 95% prediction interval of (AU$ 3036, AU$ 11926). This is a 
good model as the predicted value falls between the confidence interval. (Figure C.59) 
  
2nd data prediction: The scenario is the Airbnb accommodates 4 guests, charges AU$ 500 as 
security deposit, AU$ 50 cleaning fees, has review score rating of 100, the host's response time is 
within a few hours, the host is not a superhost and Airbnb is in the IM region. 
  
The model predicts that the price will be AU$ 15559 for the above condition with 95% confidence 
interval of (AU$ 13963, AU$ 17334) a 95% prediction interval of (AU$ 7917, AU$ 30485). This is a 
good model as the predicted value falls between the confidence interval. (Figure C.59) 
 

D. Cody 
 

Data Exploration 
  Following the data preprocessing stage to get to a full dataset that was free of errors and 
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included only the relevant information, the data exploration initiated to determine if the selected Y-
variable or any of the x-variables would require any sort of transformation. Linear regression was 
chosen to explain the chosen response variable Y (Price) due to the infinite number of possible values 
that can be predicted. The initial exploration stages were done with the aid of histograms and 
boxplots. The initial price histogram (Fig D.1) illustrated it was positively skewed with the mean 
value of AU$149 and smaller median value of AU$114, with a range of AU$0-AU$2,699. The IQR 
(middle 50) is AU$71-AU$166, with a standard deviation of +/- AU$163.85. The probability plot (Fig 
D.2) shows an exponential shaped curve. 
  

In order to stabilize the variance, the transforming of the price variable was required. I tested 
several different methods of transformation, but log(Y) was the best fit when examining the residual 
plots. The transformed logPrice histogram (Fig D.3) illustrated it is now appearing more normalized 
with a symmetrical distribution and shows a mean value of AU$4.72 and a nearly equal median value 
of AU$4.73, with a range of AU$2.48-AU$7.90. The IQR (middle 50) is AU$4.26-AU$5.11, with a 
standard deviation of +/- AU$.6958. However, looking at the probability plot (Fig D.4) it was clear 
that there was a slight ‘U’ shape in the data, likely due to outliers and influential points that will have 
to be dealt with later in the analysis. 
  

Half of the variable in the analysis were qualitative and required the creating of dummy 
variables in order to be able to analyze their impact on the model. I also created an interaction 
variable from two of the independent variables that combined the max # of the people the rental could 
accommodate and the security deposit that is required to rent the property, calling the new variable 
acc_sd (accommodation * security deposit). According to iGMS (2018), 59% of AirBnB hosts require 
a security deposit that typically shouldn’t exceed more than 20% of the total cost of the booking in 
order to protect themselves in the event that property damage occurs. 

  
Frequency tables were utilized to ensure that all the dummy variables were being correctly 

coded and represented in the dataset (Fig D.10). Host_response_time showed that half of all the 
AirBnB property owners respond back to their potential guests within 1 hour. There was also a good 
majority (33% of the population) of the responses that were not tracked and were designated as an 
‘N/A’ value. Looking at whether the AirBnB property owner was a super host (host_is_superhost) 
showed that the large majority, 76%, are not super hosts. The type of rental that people are choosing 
(room_type) shows that 63% of the rental properties are the entire house/apartment. The remainder 
were private rooms (35%) or shared rooms (2%). Bed types that were listed on with the rental was 
nearly all ‘real beds’, 99%. Cancellation policies ranged from strict (40%) to flexible (33%) to 
moderate (27%). From the 5 regions, Inner Melbourne had over half (53%) of the locations. Southeast 
was the second highest region with 22% of the listings. The remaining 3 regions all had 10% of less 
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of the total listings. 
  

I utilized boxplots to explore the interactions that the qualitative variables play against price. 
The boxplot for price and superhost (Fig D.5) shows that hosts that are designated with that 
classification show a slightly smaller price IQR (AU$4.46-AU$5.19) , but their mean value is higher 
than hosts that are not super hosts (AU$4.84 vs. AU$4.69). The boxplot for price and room type (Fig 
D.6) shows that the mean (AU$5.06) and IQR (AU$4.69-AU$5.29) are well above renting a private 
room or shared room with a mean around AU$4 and an IQR AU$3.50-AU$4.20. The boxplot for 
cancellation policy (Fig D.7) shows that strict and moderate are nearly equal from a mean (AU$4.80) 
and IQR perspective (AU$4.4-AU$5.1). Hosts with a flexible cancellation policy have a lower mean 
price (AU$4.50) as well a much wider range in the IQR (AU$3.99-AU$5.00). The boxplot for price 
and response time (Fig D.9) shows that hosts that respond with an hour have a higher mean value 
(AU$4.80) and very narrow IQR (AU$4.45-AU$5.13) when compared against the other response 
times. Hosts that take a few days or more to answer had the lowest mean price (AU$4.59) and also the 
biggest IQR (AU$4.00-AU$5.26), with an overall whisker being smaller than all other response 
intervals. 
  

During the bivariate analysis, a matrix scatterplot (Fig D.11) was used to compare the 
dependent variable of logPrice against the quantitative independent variables to determine if any 
relationship would be represented graphically. Dummy variables that were created for the qualitative 
variables were not included because they serve no purpose in the analysis since they are only 
comprised of 1’s or 0’s and you can’t interpret a relationship from that. logPrice and accommodates 
show are fairly decent linear relationship, but it appears that after analyzing the residuals it showed a 
decent number of outliers that required to be removed. The Pearson correlation table was ran and it 
confirmed that none of correlation values are above the 0.9 threshold, meaning there is no issue with 
multicollinearity. The interaction term acc_sd (accommodation * security deposit) was rather high 
at .854 but was still acceptable to remain in the model due to being underneath the threshold. 
  
Fitting the Model 
Following the exploratory phase, the full model can now be created with the following output as the 
result: 
  
logPrice = 4.54267 -0.00006422(host_total_listing_count) + .11341(accommodates) + 
0.0000573(securirty_deposit) + 0.00014904(clearning_fee) - 0.00178(review_score_rating) 
- .08330(dResp1) + .02069(dResp2) - .0089(dResp3) + 0.12063 (dResp4) - 0.06004(dSuper) - 
0.56145 (dRoom1) - 1.06659(dRoom2) - .73506(dBed1) - .24269(dBed2) - .07064(dBed3) - 
0.62216(dBed4) - .0032(dCan1) - .00274(dCan2) + 0.23545(dReg1) + 0.14641(dReg2) 
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+ .04504(dReg3) + 0.15735(dReg4) + 0.00002664(acc_sd) + e 
         Where: 
dResp1=(host_response_time="within an hour"); 
dResp2=(host_response_time="within a few hours"); 
dResp3=(host_response_time="within a day"); 
dResp4=(host_response_time="a few days or more"); 
dSuper=(host_is_superhost="f"); 
dRoom1=(room_type="Private room"); 
dRoom2=(room_type="Shared room"); 
dBed1=(bed_type="Couch"); 
dBed2=(bed_type="Pullout-Sofa"); 
dBed3=(bed_type="Futon"); 
dBed4=(bed_type="Airbed"); 
dCan1=(cancellation_policy="Strict"); 
dCan2=(cancellation_policy="moderate"); 
dReg1=(Region="IM"); 
dReg2=(Region="SEM"); 
dReg3=(Region="NSM"); 
dReg4=(Region="EM"); 
acc_sd=accommodates*security_deposit; 
  

All variables in the full model have a VIF statistic < 10 and a tolerance above >.1, meaning 
there is no multicollinearity among the variables. The starting adjusted R2 for the full model is .5511, 
which means that 55.11% of the variation in Y (price) can be explained by the model. Also, the model 
contains a low F-value of 133.43. the P-value is <.0001, so we can reject the null hypothesis, because 
at least 1 of the variables is significantly associated with the effect on price. 
  

The initial data set included 2,482 observations. During the removal of the outliers and 
influential points, observations that had a high Studentized residual > |3|,  Cook’s D > (4/n), and/or a 
hat hii value > 0.5 were flagged and removed from the dataset. Following several rounds of removing 
the flagged influential points and outliers, the model’s adjusted R2 jumped up to .6409, which is an 
improvement of .0898 from the original dataset. The F-value also increased to 188.28 (+54.85). The 
RSME decreased to .38816 from .46623 in the original dataset (Fig D.10) 
  
Training & Testing 

The dataset was divided into training and test sets, with a 70 (training)/30 (test) breakout 
along with a random seed value. Stepwise (Fig D.13) and Forward (Fig D.14) methods were applied 



 
46 

 

to the training dataset in order to fit the model. They both resulted in the same 11 significant variables, 
so it wasn’t necessary to compare the different models side by side. The resulting data showed and 
improved adjusted-R2 of .6486, a lower RMSE .1498, p-value <.001, and a higher F-value of 281.70. 
The normal probability plot looks linear and normal. No other outliers or influential points were 
needed to be removed at this point. 
  
The final fitted model (Fig D.20) equation base on the training set: 
logPrice = 4.50773 + .11415(accommodates) - 0.00129(review_score_rating) - 0.07557(dResp1) + 
0.17691 (dResp4) - 0.09559 (dSuper) - 0.56355 (dRoom1) - 1.10662 (dRoom2) + 0.19286(dReg1) + 
0.11484(dReg2) + 0.13424(dReg4) + 0.00003923(acc_sd) + e 
Where: 
dResp1 = ‘Within an hour’; 
dResp4 = ‘A few days or more’; 
dSuper = ‘f’; 
 dRoom1 = ‘Private room’; 
dRoom2 = ‘Shared room’; 
dReg1 = ‘IM’ Inner Melbourne; 
dReg2 = ‘SEM’ South Eastern Melbourne; 
dReg4 = ‘EM’ Eastern Melbourne 
  

The validation tests (Fig D.16) identified that the CV R2  result (0.0294) was less than 0.3,  
meaning that the model is valid and can be used for new data added to the dataset to make predictions. 
A 5-Fold Cross Validation (Fig D.17/D.18) that utilized the stepwise approach was also ran and the 
ASE (Train) .15175 > ASE (Test) .15059, proving that it is a valid model. 
  
Interpretation 
The x-variable ‘accommodates’ is positively associated with price. logPrice will change by 0.11415 
for each additional guest that is able to stay, assuming all other variables held constant, price will 
increase by 12.09% for every additional guest. 
  
The x-variable ‘review_score_rating’ is negatively associated with price. logPrice will change by -
0.00129 for every review score rating point, assuming all other variables held constant, price will 
decrease by .12892% for every unit increase in review score rating 
  
logPrice will change by -.07557 when the response time is ‘within an hour’ as compared to the host’s 
response time not being captured by the data. Price will be 7.28% lower than compared to a host time 
that wasn’t recorded. 
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logPrice will change by .17691 when the response time is ‘a few days or more’ as compared to the 
host’s response time not being captured by the data. Price will be 17.69% higher than compared to a 
host time that wasn’t recorded. 
  
The x-variable ‘superhost’ is negatively associated with price. logPrice will change by -0.09559 if the 
host IS NOT a designated super host, assuming all other variables held constant, price will decrease 
by 9.116 %. 
  
logPrice will decrease by -.56355 when the room type is a private room as compared to an entire 
house/apt. Price will be 43.08% lower than compared to an entire house/apartment 
  
logPrice will decrease by -1.106662 when the room type is a shared room as compared to an entire 
house/apt. Price will be 66.93% lower than compared to an entire house/apartment 
  
The x-variable region, the price of the Inner Melbourne (IM) region will be 21.27% higher than price 
for a place in Western Melbourne (WM). The price of the South Eastern Melbourne (SEM) region 
will be 12.17% higher than price for a place in Western Melbourne (WM). The price of the Eastern 
Melbourne (EM) region will be 14.37% higher than price for a place in Western Melbourne (WM). 
  
Computing New Prediction Values 
Scenario #1: Accommodates 6 guests, has an overall review rating of 91%, is not designated a 
superhost, responds within an hour, the type of room is a private room, and it’s located in Inner  
Melbourne. 
  
The model predicts the average nightly price will be AU$ 9,599 with a 95% CI value between 
AU$9,073 - AU$10,156 and 95% PI of AU$4,413 – AU$20,747. This is a good model as the 
predicted average nightly price falls within both the CI and PI ranges. 
  
Scenario #2: 4 guests, overall rating of 100%, is designated a superhost, responds within a few days, 
room type is a shared room, and it’s located in South Eastern  Melbourne. 
  
The model predicts the average nightly price will be AU$ 5,741, with a 95% CI value between 
AU$4,771 - AU$6,906 and 95% PI of AU$2,566 – AU$12,699. This is a good model as the predicted 
average nightly price falls within both the CI and PI ranges. 

 
E. Brendan 
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Choosing Initial Variables 

            The data first needed to be reviewed and cleaned up before it could be useful.  
The 96 variables needed to be slimmed down to be more manageable. Going through the different 
variables, some were eliminated for being text only and not measurable, some for being irrelevant or 
redundant such as the longitude and latitude of a location as well as the zip code.  Others were 
eliminated as they could not be broken down into quantifiable variables or dummy variables.  Once 
completed, the optimal number of variables for this study was 12. These variables were then imported 
and through infile assessed into SAS 9.4 and.  A final variable, observations was eliminated as it did 
not offer any value when deciding on price. 

 
The final set of variables chosen were host_response_time, host_is_superhost, 

host_total_listings_count, zip code, room_type, accommodates, bed_type, price, security_deposit, 
cleaning_fee, review_scores_rating, cancellation_policy and Region. Each of these went through a 
linearity test, through the sgsprocess matrix where their grouping, progression, movement, and 
distance from the x or y graph lines were reviewed. Then they were analyzed for range, mean, and 
their 1st2ndand 3rdquartile breakdown.  

  
Linearity and Skewness 

Noted here were that most of the variables were not linear.  The best viable independent 
variable graphs, ones with a positive linear progression, were security deposit and cleaning fee, while 
accommodates, a list of how many possible spaces available was a close secondary variable for 
potential linearity.  Ones with the least likely relationship with the DV were review scores rating 
which progressed in a negative progression from the opposite end of the spectrum and was heavily 
clumped together and host total listings. Region showed some possible relationship as well but needed 
to be broken down into dummy variables for a better analysis. 

 
Histograms of the various quantitative variables indicated skewness, peaks and range and 

gave some insight into range.  First observed was the DV, dependent variable and y-variable, price.  
Heavily skewed towards the left, the mode of observations was around $200 dollars with over 50% of 
the observations falling within that range.  40% of the observations fell below a $200 price towards 
$0, which did not seem reasonable and most likely indicated missing data. In order to better measure 
the v-variable going forward it was transformed into the square root of price as there were 
observations with the price of 0 which would not have been transformed into logarithmic form and 
been readable.  (see e.1) The end result moved the bell curve inwards, spreading out the range, kept 
at one peak.  This was then the new DY. (see e.2) 
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Accommodates, review score ratings, host total listings and security deposit were viewed as 
histograms as well.  These three independent continuous variables indicated a right skew leaning. 
Accommodations was spread out over a very tight range, from 0 up to 15.5 and skewed to the left, 
meaning a lot of the variation was not captured and could affect the price.  (see e.5) The post 
transformation spread the bell curve with multiple peaks but a much better spread (see e.6) see 

 
Review score ratings is heavily skewed to the right with a median of 95 out a 100.  The 

transformation of the variable did not resolve the skewness of the variable and created gaps between 
observation and so the variable was kept in the original form. 

 
Both the cleaning fee variable and the accommodations variables were heavily skewed to the 

left and transformed via the square root function.  The data observations thereafter were much 
uniform, had an overall single peak and were more spread out  

 
The histogram for the original dependent variable showed a heavily skew towards the left 

with a single peak. The minimum was recorded at $0 and the maximum was $1200.  No potential 
outliers were observed at this point.   Post square root transformation the model is noted as being 
much more spread out and having one peak.  Square root was chosen over a logarithmic 
transformation as there were $0 price observations noted which exclude logarithmic as an option. 

             
Transformations and Dummy variables 

            Following the linearity tests for the other quantitative variables’ accommodations, 
room type and home listing numbers were also transformed in order to achieve linearity. Each 
transformation achieved a better distribution of observations.  While the distribution of the 
observations and the independent variable did achieve better visuals and a stronger model, the matrix 
of relationship still showed a weak linear correlation between the dependent variable and the 
independent transformed variables.  (see e.3) 

 
            Qualitative variables were identified as host_response_time, host_is_superhost, 

zip code room_type, bed_type and cancelation policy. These non-continuous variables were could be 
of profound influence by type or listing and were broken down into individual dummy variables. The 
importance of each variable was measure against the DV, sqrt_price.  (see.8) 

 
            The independent variable of region had three options and so two dummy 

variables were created.  The baseline chosen was within a few days.  The first dummy variable was 
not applicable, and the second dummy variable was within a week. 
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            Response time had three viable options and so two dummy variables were 
created.  The base line was chosen as entire home.  The most occurring option of private room was 
assigned the dummy variable one and the other option of a shared room was given the second dummy 
variable. 

 
            Bed type had four different options where the base line was chosen as a real bed.  

This made up 70% of the options offered.  The first dummy variable was assigned to Airbed, there 
was one option listed. The second dummy variable chosen was the futon and third assigned to the 
pullout couch. 

 
            Cancellation policy had three different options.  The two dummy variables 

chosen were first the flexible option offered by the landlord and the second variable was assigned to 
the moderate option chosen by the landlord.  The baseline chosen was the most occurring strict 
policy 

Region was made up of over 100 different options which were broken down into 6 regions.  
The baseline was EM.  The first variable chosen was N/A, not given.  The second region variable 
was IM, the third region NSM, the fourth SEM and the final region chosen was WM 

  
Interrelated Variables 

            Looking over the variables, potential synergies and interactive variables could 
potentially be teased out by connecting some of the data points to make a join variable, a combination 
of either a dummy variable and another variable or a combination of two independent variables.   
The best two key relationships identified were a combination of the security deposit/accommodation 
and host reviews and host total listings.   

 
The first relationship is hypothesized as highly correlated as the chance of the related high 

number of rooms requiring some form of deposit could lend an argument for a price change.  The 
new variable created and analyzed was sec_acc.  It was injected into the portion of the code that 
defined dummy variables. 

 
            Another potential relationship of combined variables was the host total listings, a 

set of two dummy variables, and review scores ratings.  The combination of the two should give 
insights into how price can be tied to both the availability of having multiple listings, either a few 
days, N/A or within a day.  The two new variables created here were host1_rev and host2_rev. (see 
e.9) 

 
            These three different interrelated variables were tested first on their correlation 
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and then on the VIF of above the threshold. The three variables were highly correlated with other 
variables.  Both host response times dummy variables correlated high with a score a .9 with the two 
different reviews score rating and host response time interactive variables. The accommodates and 
security variable also had a high, over .9. score with security deposit.  These variables were then 
trimmed down and used in a regression model to see what the VIF.  Here they did not pass the p-
value scores. (see e.10, e.11) 

  
Replacing or Deleting Missing Data 

  
Following the regression testing of the model, the fit test was assessed and deemed low. (see 

e.7) An influence attachment was made in order to identify which observations might also be 
influential.  Following a rigorous review, the NPP indicated that the model was not following 
normality and there was a curve visible rather than a straight line. (see e.13) 

 
There was a total of 600 observations at this point throughout the model that were not being 

read.  This was due to missing data for the variables at different point which severely hindered the 
analysis of the model. For missing accommodations, sqrt_acc, the mean was chosen as 0 possible 
locations at a location was not likely. For missing price data points, the mean was also chosen.  For 
missing cleaning fees and security deposit the mean was also chosen as a 0 would severely hamper 
the data.  The data was changed in order to better analyze the outcomes and make sure the 
information in the model contained as many observation points as possible. 

             
Observations and Influence Points 
 

1stWave there were 39 observations that were outside the standardized residual zero, both 
above the 3 standard deviations and below.  They were analyzed each individually to see if there 
were naturally occurring and found to be causing too much influence on the linear progression of the 
model.  The regression model was then again tested. (see e.12) 

 
2ndWave found that there were 35 observations that were both outliers and influence points 

which were removed.   They did not occur naturally either.  The allowance of variance recognized 
through the R2 of the model increased by 5% from 49 to 54% and the fitness improved to 156. 

 
3rdWave of observations found that there were 22 observations that were both influencing the 

data linearity and that were needing to be removed.  The fitness increased to 168 and the R2 to 57.22. 
 
 4thWave had only 7 observations that needed to be changed.  They increased the fitness to 
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168.98 and the r2 to 58.57.  The following observations decreased the fitness and adj-r2 and r2 of the 
model. 

  
Final Model Regression 

  
The 5thmodel regression post removal of a final 5 different observations that were deemed 

influential at creating deviations in the linear aspects resulted in the final positive changes to the fit 
test score and the R2. 

 
The final count was fitness of 181 and an r2 of .59 and there were now 2385 observations left 

of the original 2500. (e.14) 
  

Test and Train Samples (e.15) 
  
Once the model had no more influential points and observations that were altering the data, 

the information was split into both a training section and test section.  The test section was to have 
20% of the data and the training had 80%.  This was done at random using the splitting code of 
samprate.  The data selected for the test was given a 1 next to the observation going forward.  The 
split is being done in order to best identify how strong the model work 

  
New DV 
 

A new DV was selected for this data set to better analyze the relationship between the various 
x variables and the y variable.  The new name for this variable was New_Lnp.  This new data set 
was then tested and analyzed. 

  
Backward Validating 

  
Post addition of the new variable New_Lnp, the backward model was broken down into key 

variables host total listings, sqrt acc security deposit sqrt clean, review scores rating, d_rty1, d_rty2, 
d_bty1, d_bty3, d_cpol2, d_reg2, d_reg3. The test set of this model was then used to predict what the 
value of the missing DY is expected to be through the p=yhat command.  This command would give 
a predicted value for the new y variable based on the information in the test set.  This only occurs 
where there is no current value for the DY, where there is missing data, in the non-selected set of the 
training section for the split data.  A total of 478 observations where now part of the training set.  

 
  The difference between the observed and the predicted was analyzed by subtracting the 
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difference between what is observed and what was predicted in the above section of the test set.  The 
difference was assigned to a new variable on the table d. Using the difference, we could then compute 
the predictive root error, mean and mean absolute error. The RMSE and MAE give a stronger 
indication of the predictive power and strength of this overall model in accounting for the variation. 
The results show a RMSE of 2.12951 for the root mean square error and a MAE of 1.64890 for the 
training set of data for the measurement of the accuracy of the continuous variables. This measured 
the possibility that there are errors occurring and being seen in the model itself.  RMSE was larger 
than MAE so that was good. 

 
The Pearson correlation indicated that the R2 test was .74459^2 and the R2 for the train 

was .6031. Subtracting the r2 train from the r2 test results in a difference of .049132. 
 
Stepwise Validating 

 
Post addition of the new variable New_Lnp, the selection model was broken down into key 

variables host total listings, sqrt acc security deposit, sqrt clean, review scores rating and the two 
dummy variables for host response time.  The test set of this model was then used to predict what the 
value of the missing DY is expected to be through the p=yhat command. This command would give a 
predicted value for the new y variable based on the information in the test set.  This only occurs 
where there is no current value for the DY, where there is missing data, in the non-selected set of the 
training section for the split data.  A total of 478 observations where now part of the training set. 
(e.17) 

 
The RMSE and MAE give a stronger indication of the predictive power and strength of this 

overall model in accounting for the variation. The results show a RMSE of 2.12916 for the root mean 
square error and a mae of 1.64892 for the training set of data for the measurement of the accuracy of 
the continuous variables. This measured the possibility that there are errors occurring and being seen 
in the model itself.  RMSE was larger than MAE so that was good.  The numbers here though were 
the same for both models.  

 
A Pearson correlation of the coefficients chart for the DY variable and the y-hat prediction 

showed a yhat of .74459 for the training set for the stepwise.   
 
The earlier Regression test had the train R-Square of .5935. This R2 test, the yhat^2 indicated 

a score of .5544.  Subtracting the r2 train and the r2 test set brings a score of .048586 
  

Selected Data results:  
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            Having looked over the various different set of Data, the Training set of the 
Backward method had the lower RMSE, had a higher adj-r2 and the other conditions were the same.  
For the test set though, the RMSE was better for Stepwise, the R2 was higher and most importantly 
the coefficient of the variance was lower. This identified the stepwise method as being the better of 
the two as the test set is the more important of the two 

 
Narrowing the Field 

 
       For the prediction section for this model, both models were used to see if the end 

results would differ and therefore give a substantially different price. 
  

Prediction 
 

Backward model predictions of the sqrt_price were made with an $800 dollar security, a 
rating of 90,, a super host rating of 1, meaning a good host, a d_host_r1 of 1, meaning land lords got 
back to questions from the renters of Not/applicable, the room that is shared, d_rty2 is active, a pull 
out sofa couch and moderate cancellation policy, is not located in the NSM region of Melbourne,  the 
sqrt_accommodations were of 2.7, an indicator of around 5 rooms available in the listing and 
sqrt_clean of 12, meaning a fee of $144 dollars.   

 
The expected price came to be 11.60.  A price of $134.56 a night.  The range of viable 

options would be between 9.96 and 13.23, of the sqrt_price variable.  This means the price can be 
expected to be between $99 and $175 for this selection of options. (e.19) 

 
Selection Stepwise model predictions were based on the total listings count of the host being 

9, the security deposit of  $300, a review scores rating of 90, there being a private room, d_rty1, no 
shared room, accommodations for 4 people, sqrt_acc of 2, and a cleaning fee of 11, $121. (e.19) 
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The predicted price came to be 10.9225, $119.30.  The range of expected is between 10.368 

and 11.4768, $107 and $132. (e.20). 
  

Results-Best Model (b.21) 
  
DY (sqrt_price) =3.557 + 2.5337(sqrt_acc) + .151(sqrt_clean) 
 ((-.00651(host_total_listings_count) + 000924(security_deposit) + 0233(review_scores_rating) - 
2.2936(d_rty1) - 4.0123 (d_rty2)) ^2 
  

The results indicated that all else remaining constant, for every room introduced by the host, 
the price should go by 2.5, this means $6.25.  For event 1 unit of cleaning fee the price will be 
expected to increase by the Australian dollar equivalent of .02.  If it is a single bed ,d_rtly1, the price 
will decrease by $5.24 and if it is shared room, d_rty2 it is will decrease by 16.   For every increase 
in the deposit the price is expected to increase by .00081. For every increase in the number of listings, 
the price will increase by a fraction of a percent 

 
 F. Ying 

  
In application to my sample, I started with plotting a histogram for univariate analysis to 

predict Airbnb listing prices in the city of Melbourne, Australia against 11 other independent 
variables. Out of the 2,491 selected properties, the central tendency for predicted price was at 
AU$150.7, which is fairly low. Properties of an average amount AU$0 has indicated a very low in the 
pool, while some had much higher average price of AU$8,000. With the middle 50% of predicted 
price between AU$69 and AU$168 among all selected properties, the median of AU$112 is slightly 
closer to lower quartile. The spread of the distribution was very large with a range of AU$8,000. The 
mean of distribution was greater than the median, so the distribution is said to be right/positively 
skewed and unimodal (figure F.1). The distribution also had a peaked top with lighter tails. There is a 
potential outlier when predicted price was at AU$8,000, which is to the right of the graph. Skewed 
distribution will not generate a good predictive analysis. Therefore, predicted price must be 
transformed with log. 

 
After applying log transformation, figure F.2 shows a much more symmetrical and normal 

distribution for Inprice (transformed predicted price). The mean of distribution of Inprice (AU$4.72) 
is now the same as the median. Properties with Inprice on an average amount of AU$2.64 are in the 
lowest, while some have a high amount of AU$8.99. With the middle 50% of Inprice between 
AU$4.23 and AU$5.12 among all selected properties, the median is about right in the middle of lower 
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and upper quartiles. The spread of the distribution is much smaller than predicted price before 
transformation, with a range of only AU$6.35. The distribution has a flat top/ heavy tails (Kurtosis<3) 
with potential outliers to the right of the graph as well. 

 
Majority of the independent variables in this dataset are qualitative and therefore dummy 

variables are computed to better analyze the data. At the same time, an interaction variable for two 
selected independent variables dHRT1 and dHIS is built. According to Shatford (2018), to qualify as a 
super host, one should host a minimum of 10 stays in a year, respond to guests quickly and maintain a 
90% response rate or higher, have at least 80% 5-star reviews, etc. Therefore, a super host should 
have a joint effect with the average time the host responses to a guest’s inquiry is “within an hour” on 
Inprice. Consumers tend to choose Airbnb properties with high review scores and if the host is a super 
host. These properties are believed to be more pleasant and host is nice and reliable. Therefore, 
Inprice is believed to be higher. The newly created interaction term is called “HRT_superhost”. 

 
In the interest of length limitation, I only explore the dataset for two variables dRT1 and 

dRG4 with boxplots. Boxplots are built to evaluate how Inprices vary by dRT1 (Private room) and 
dRG4 (NSM). From figure F.3, it is obvious that the middle 50% of properties of entire 
home/apartment (dRT1=0) and properties of private room (dRT1=1) in the sample are quite different. 
Both types of properties seem to have low Inprices since the boxes were closer to the lower extremes. 
75% (upper quartile) of selected properties of entire home/apartment is under AU$5.5 and the 
remainder 25% were up to AU$8.1. For properties of private room, the box is much lower than 
properties of entire home/apartment, with its 75% (upper quartile) lower than the lower quartile of 
properties of entire home/apartment. The 75% of properties of private room is about AU$4.2 and the 
remainder 25% are up to AU$9. Given much longer whisker for properties of private room, it is 
interpreted that it varies wider in Inprice from AU$2.5 to AU$9. Properties of entire home/apartment 
swings less from AU$2.8 to AU$8.1. The means for both room types were very close to their 
medians. Mean and median for properties of entire home/apartment overlapped, which indicates the 
distribution of Inprice should be normal and symmetric. Relatively, the mean is higher than the 
median so the distribution of Inprice for properties of private room is slightly skewed right. 

 
From figure F.4, it is obvious that the middle 50% of properties in region IM (dRG1=0) and 

properties in NSM (dRG1=1) in sample are quite different. Both types of properties seemed to have 
low Inprices since the boxes were closer to the lower extremes. 75% (upper quartile) of selected 
properties in IM was under AU$5.5 and the remainder 25% are up to AU$9. For properties in NSM, 
the height of the box was longer than properties in IM, i.e. wider difference between its 1st and 3rd 
quartiles. The 75% of properties in NSM was about AU$5.5 and the remainder 25% were up to AU$7. 
Given much longer whisker for properties in IM, it was interpreted that it varied wider in predicted 
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Inprice from AU$2.8 to AU$9. Properties in NSM swung less from AU$2.8 to AU$7. The means for 
both room types were very close to their medians. Mean and median for properties of in IM 
overlapped, which indicates the distribution of Inprice should be normal and symmetric. Relatively, 
the mean is higher than the median so the distribution of Inprice for properties in NSM is slightly 
skewed right. 

 
For bivariate analysis, a scatterplot matrix was built for each variable against the dependent 

variable Inprice to observe the patterns displayed and the relationship between all independent 
variables within a single matrix. Dummy variables are excluded from the matrix for two reasons: first, 
there were too many dummy variables in my sample. Inclusive of all dummy variables would make 
all plots squeeze together within a small graph and made it difficult to observe the pattern, Secondly, 
dummy variables are qualitative variables and their points would just scatter along 0 or 1. Their 
scatterplots are not appropriate or meaningful to check for association. For interaction variable 
HRT_superhost in figure F.5, it is a product of two dummy variables dHRT1 and dHIS and hence it is 
also not meaningful to check for association as well. 

 
With reference to figure F.5, the scatterplot showed positive linear relationship between 

Inprice and quantitative variables host_total_listings_count, accommodates, security_deposit, 
cleaning_fee and review_scores_rating. For variable accommodates, its scatterplot indicated a fairly 
strong association because most points followed a clear form. There could be outliers at the top left 
corner. Variable cleaning_fee has a slightly weak association because most points followed some 
forms, but some spread toward the center. There could be outliers at the top left corner. Scatterplots 
for host_total_listings_count, security_deposit and review_scores_rating indicated that they had a 
very weak relationship with Inprice. Most points spread out the graphs. 

 
At the end of data exploration stage, a full model is fitted through linear regression. The full 

model statement is as follows: 
  
Inprice = 4.628 – 0.0001*host_total_listings_count + 0.126*accommodates + 

0.0001*security_deposit + 0.0005*cleaning_fee – 0.002*review_scores_rating – 0.038*dHRT1 + 
0.04*dHRT2 – 0.013*dHRT3 + 0.153*dHRT4 + 0.011*dHIS – 0.548*dRT1 – 1.012*dRT2 – 
0.162*dBT1 – 0.237*dBT3 – 0.206*dBT4 + 0.003*dCP1 + 0.001*dCP2 – 0.236*dRG1 – 
0.053*dRG2 – 0.006*dRG3 – 0.268*dRG4 + 0.214*HRT_superhost + e 

where dHRT1=1 when host_response_time='within an hour', 
dHRT2=1 when host_response_time='within a few hours', 
dHRT3=1 when host_response_time='within a day', 
dHRT4=1 when host_response_time='a few days or more' 
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dHIS = 1 when host_is_superhost = “t”, 
dRT1 = 1 when Room Type = “Private room”, 
dRT2 = 1 when Room Type = “Shared room”, 
dBT1=1 when bed_type = ‘Futon’, 
dBT3=1 when bed_type = ‘Airbed’, 
dB4=1 when bed_type = ‘Couch’ 
dRG1 = 1 when Region = “NSM”, 
dRG2 = 1 when Region = “SEM”, 
dRG4 = 1 when Region = “WM”, 
HRT_superhost = dHRT1* dHIS 
(dBT2 (Bed type = pull-out sofa) is set to 0 by SAS because of not enough 

observations) 
  
According to the parameters estimate in figure F.6, beta weights indicates significant effect on 

Inprice. The higher the beta weight, the more significant effect on Inprice. However, t-test is a better 
methodology to measure significance of variables than the ranking of beta. Using the t-test on each 
model parameter, variables accommodates, security_deposit, review_scores_rating, dRT1-2, dRG1-2 
and dRG4 had significant influence on Inprice (p-values for t-test are smaller than 0.05). On the other 
hand, the p-values for the rest of the independent variables, such as host_total_listings_count, 
cleaning_fee, dHRT1-4, dHIS, dBT1-4, dCP1-2, dRG3 and interaction variables were larger than 
0.05. Therefore, we cannot reject the hypothesis that these variables have no effect on Inprice, which 
should be removed from the model. 

  
                        F-Test Hypotheses: 
                        Ho: β1 = β2 = β3 = … = βk = 0 
                        Ha: At least one coefficient βj ≠ 0 
  
F=131.84 with p-value smaller than 0.05 (at alpha=0.05). The null hypothesis of no 

association between Inprice and other variables is rejected. We accept the alternative hypothesis that 
at least one coefficient of the independent variables has significant effect on Inprice.  F-test gives 
strong support to the all variables. 

 
The coefficients of determination of R2 (54.06%) and adj-R2 (53.65%) represent the amount 

of variation in Inprice explained by the regression model. For this analysis, about 53% of the variable 
in Inprice is explained by the model. To check if the model is good, we should look at adj R2 of 
53.65% because it does not increase with the addition of an independent variable that does not 
improve the regression model. 
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Next, the full model is taken to fit diagnostics to analyze if the model violates the 4 model 

assumptions. Referring to figure F.7 residual plots for each variable, predicted value against inprice 
and figure F.8 normality graph. Residual plots for dummy variables and the interaction term are 
qualitative variable and their points are scattering along 0 or 1, which are not appropriate or 
meaningful for residual analysis and its assumptions. From figure F.7, the spread of the seven plots 
(host_total_listings_count, accommodates, security_deposit, cleaning_fee and review_scores_rating) 
are randomly scattered around the zero line, showing constant variance and independence. Even 
though there are some clusters in host_total_listings_count, , security_deposit and cleaning_fee 
towards these variable amounts are close to zero , these plots are considered to be normal because  
security_deposit and cleaning_fee usually will not be very expensive and within a small range and 
host_total_listings_count also will not be very high because the dataset only consists of 8-year data. 
For accommodates, it is normal as well because properties are typically small to accommodate less 
than 5 people. Review_scores_rating is normal because the rating is a subjective preference. The plot 
for predicted value is random and scattering along the zero line. The plots of 
host_total_listings_count, accommodates, security_deposit, cleaning_fee and review_scores_rating 
are linear because the pattern of the spread shows a straight line. Figure F.8 shows almost 45-degree 
line, which indicates the model is normally distributed and linear. 

 
In figure F.9, severe multicollinearity will be detected if an independent variable has a 

correlation value more than absolute 0.9 with another for independent variable. In the model, the data 
does not seem to have this issue. After checking for multicollinearity, I check for outliers and 
influential points. In figure F.7, we could see some outliers in each independent variable residual plot, 
where outliers are beyond the +3/-3 bands. By referring to Studentized Residual and Cook’s D (figure 
F.10) for Inprice, observations with arrowhead are indicated as both outliers and influential points, 
which are needed to removed first. After removing #413, regression is rerun again to check for the 
next observation to remove until there is no improvement by removing observations from the model. 
In total, I removed 5 observations from the model and record the changes in R2 and adj-R2 (figure 
F.11). It is realized that both R2 (0.5569) and adj-R2 (0.5529) are not high, meaning 55% of variables 
of predicted Inprice can be explained using the sample predictors. I stop removing observations 
because there is no further significant improvement to the model. 
 

Following the outlier and influential point removal steps and checking for severe 
multicollinearity, the dataset is split into train set and test set with a ratio of 75% to 25% respectively. 
The train set is used to build the final model, while the test set is used to validate the model. The 
dependent variable is now called new_y of the train set. Figure F.12 shows the result after the split. 
The sample size of the train set now has 1865 observations. The train set is then taken to fit the final 



 
60 

 

model by comparing two model selection methods: forward and backward methods. According to 
figure F.13, forward method selected 14 variables to the final model, while backward method only 
selected 9 variables. Looking into the summary of forward selection, the partial R2 becomes very 
small after the 9th variable (dRG2) is added to the model. Comparing the selected variable from 
backward method and the first 9 variables from forward method, they are actually the same, i.e. 
accommodates, security_deposit, review_scores_rating, dHRT4, dRT1-2, dRG1-2, 4. The key to 
select the “best” variables/ model is to select fewer variables and a higher R2. In this case, my final 
model factors in the variables that are suggested by backward selection method, except for 
security_deposit and review_scores_rating. I decided to exclude these two variables from my final 
model because the parameter estimates were so small that they are believed to have no effect on 
new_y. My final model is taken to regression again. 

 
According to the parameters estimate (figure F.14), 6 variables are with p-values for t-test are 

smaller than 0.05, which means that variables accommodates, dHRT4, dRT1, dRT2, dRG1 and dRG4 
have significant influence on new_y. However, dRG2 now becomes insignificant having p-value 
(0.0657) of t-test larger than 0.05 and it should be removed from the model. Then regression should 
be rerun. In figure F.15, all 6 variables are now with p-values for t-test are smaller than 0.05. Then I 
can conclude my final model statement after model selection as follows: 

new_y = 4.50 + 0.14*accommodates + 0.22*dHRT4 – 0.55*dRT1 – dRT2 – 0.22*dRG1 – 
0.30*dRG4 + e 

where dHRT4= 1 when host_response_time = “a few days or more”, 
dRT1 = 1 when Room Type = “Private room”, 
dRT2 = 1 when Room Type = “Shared room”, 
dRG1 = 1 when Region = “NSM”, 
dRG4 = 1 when Region = “WM” 

  
 Since Airbnb listing prices was transformed with log in the beginning, I have to retransform 

independent variable new_y in order to interpret the final model statement. Variable accommodates is 
positively associated to new_y. Model shows that assuming all other variables constant, for any 
additional guests that the property accommodates, predicted price for a night increases by 15.02% 
computed as 100*(e0.14-1) = 100*(1.1502-1) = 15.02. 

  
The two dummy variables for host response time show that expected price for a night varies 

depending on the host response time to guests’ inquiries. Thus, on average, predicted price for a 
property whose host responds to inquiries within a few days or more is 100*(e0.22-1) = 24.61% higher 
than predicted price for a night for a property whose host does not respond. 
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The parameter estimates for the two dummy variables for room type show that expected price 
for a night varies depending on the room types. Thus, on average, predicted price for a property with a 
private room is (100*(e-0.55-1) =  -42.31%) 42.31% lower than predicted price for a night for a 
property with the entire house/ apartment; and predicted price for a property with a shared room is 
(100*(e-1-1) = -63.21%) 63.21% lower than for a property with the entire house/ apartment. 

Similarly, for the two dummy variables for regions show that expected price for a night varies 
depending on the regions. Thus, on average, predicted price for a property in region NSM is (100*(e-

0.22-1) = -19.75%) 19.75% lower than predicted price for a night for a property in IM; and predicted 
price in WM is (100*(e0.3-1) = -25.92%) 25.92% lower than for a property in IM. 
 

One way to analyze the strongest or most influential variable is to refer to standardized 
estimate. Since the beta is normalized by standard deviation of the dependent variable, all coefficients 
will have the same until of measurement. Therefore, the values of the standardized coefficients can be 
compared. It indicates that dRT1 is the most influential variable as it has the highest absolute 
standardized coefficient of 0.55. 

  
                        F-Test Hypotheses: 
                        Ho: β1 = β2 = β3 = … = βk = 0 
                        Ha: At least one coefficient βj ≠ 0 
  
F=350.49 with p-value less than 0.05 (at alpha=0.05). The null hypothesis of no association 

between new_y and other variables is rejected. We accept the alternative hypothesis that at least one 
coefficient of the independent variables has significant effect on predicted new_y.  F-test gives strong 
support to 6 variables. 

 
The coefficients of determination of R2 (53.12%) and adj-R2 (52.97%) represent the amount 

of variation in new_y explained by the regression model. For this analysis, about 53% of the variable 
in Inprice is explained by the model. To check if the model is good, we should look at adj-R2 of 
52.97% because it does not increase with the addition of an independent variable that does not 
improve the regression model. To conclude, adj-R2 of an average rate has indicated that this is an 
average model. 

 
 The next step is to analyze if model built by train set has satisfied the model assumptions. 

Again, we can ignore scatterplots for dummy variables. The predicted value plot does not show a 
strong form of pattern.  Like full model assumption analysis, the spread of residual plot between 
new_y and accommodates are randomly scattered around the zero line and shows linearity because 
the pattern of the spread follows a straight line. The normality graph shows almost 45-degree line, 
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which indicates the model is normally distributed and linear. Then we should check if the train set has 
severe multicollinearity. In figure F.15, VIF of all variables are less than 10, which means severe 
multicollinearity does not seem to be a problem. 

 
After checking for multicollinearity, I continue checking for outliers and influential points. 

Based on the residual plot of new_y for train set, we could see some outliers in each independent 
variable residual plot (figure F.16), where outliers are beyond the +3/-3 bands. By referring to 
Studentized Residual and Cook’s D for new_y (figure F.18), observations with arrowhead are 
indicated as both outliers and influential points, which are needed to removed first. After removing 
#519, regression is rerun again to check for the next observation to remove until there is no 
improvement by removing observations from the model. In total, I removed 4 observations from the 
model and record the changes in R2 and adj-R2 (figure F.19). It is realized that both R2 (0.5569) and 
adj-R2 (0.5529) are not high, meaning 55% of variables of predicted new_y can be explained using 
the sample predictors. I stop removing observations because there is no further significant 
improvement to the model. 

 
Following testing regression result of the train set, I then proceed to measure predictive 

performance of the final model using test set. By referring to figure F.20, it shows the model of the 
test set is a better case because CV-R2 is 0.2 (less than 0.3), RMSE is smaller and both R2 and adj-R2 

is 0.2 higher than train set. Therefore, the final model by train set is said to be validated. 
 
After validating the final model, I run regression again to evaluate the model performance 

with 5 indicators, check if it satisfied model assumptions, has severe multicollinearity and more 
outliers or influential points needed to be removed. By referring to figure F.21, all independent 
variables are with p-values for t-test are smaller than 0.05. This means that variables accommodates, 
dHRT4, dRT1, dRT2, dRG1 and dRG4 have significant influence on new_y. 

                        F-Test Hypotheses: 
                        Ho: β1 = β2 = β3 = … = βk = 0 
                        Ha: At least one coefficient βj ≠ 0 
  
F=371.7 with p-value less than 0.05 (at alpha=0.05). The null hypothesis of no association 

between new_y and other variables is rejected. We accept the alternative hypothesis that at least one 
coefficient of the independent variables has significant effect on predicted new_y.  F-test gives strong 
support to 6 variables. It still indicates that dRT1 is the most influential variable as it has the highest 
absolute standardized coefficient of 0.55. 

  
The coefficient of determination of R2 (54.63%) and adj-R2 (54.48%) represent the amount 
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of variation in new_y explained by the regression model. For this analysis, about 54% of the variable 
in new_y is explained by the model. To check if the model is good, we should look at adj-R2 of 
54.48% because it does not increase with the addition of an independent variable that does not 
improve the regression model. To conclude, adj-R2 of an average rate has indicated that this is an 
average model. 

  
The next step is to analyze if the final model has satisfied the model assumptions. Again, we 

can ignore scatterplots for dummy variables. In figure F.22, the predicted value plot does not show a 
strong form of pattern.  Similar to the full model, the spread of residual plot between new_y and 
accommodates are considered to be randomly scattered around the zero line and shows linearity 
because the pattern of the spread follows a straight line. The normality graph shows almost 45-degree 
line, which indicates the model is normally distributed and linear. Then we should check if the train 
set has severe multicollinearity. In figure F.21, VIF of all variables are less than 10, which means 
severe multicollinearity does not seem to be a problem.  

 
There are outliers that are captured in the residual plot between predicted value and new_y, 

especially when there is a data point to the top left of the plot. I checked the source and this property 
offers a private room in a townhouse and the stay should be around March 2018, which is the summer 
in Australia. Therefore, this outlier could be explained by the holiday season. I decided not to remove 
this outlier since this only point cannot affect the regression line much. After removing 4 observations 
from train set, my final model is restated as follows: 

new_y = 4.50 + 0.14*accommodates + 0.22*dHRT4 – 0.55*dRT1 – 1.11dRT2 – 0.21*dRG1 
– 0.31*dRG4 + e 

where dHRT4= 1 when host_response_time = “a few days or more”, 
dRT1 = 1 when Room Type = “Private room”, 
dRT2 = 1 when Room Type = “Shared room”, 
dRG1 = 1 when Region = “NSM”, 
dRG4 = 1 when Region = “WM” 

  
Since Airbnb listing prices was transformed with log in the beginning, I have to retransform 

independent variable new_y in order to interpret the final model statement. Variable accommodates is 
positively associated to new_y. Model shows that assuming all other variables constant, for any 
additional guests that the property accommodates, predicted price for a night increases by 15.02% 
computed as 100*(e0.14-1) = 100*(1.1502-1) = 15.02. 

  
The two dummy variables for host response time show that expected price for a night varies 

depending on the host response time to guests’ inquiries. Thus, on average, predicted price for a 
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property whose host responds to inquiries within a few days or more is 100*(e0.22-1) = 24.61% higher 
than predicted price for a night for a property whose host does not respond. 

  
The parameter estimates for the two dummy variables for room type show that expected price 

for a night varies depending on the room types. Thus, on average, predicted price for a property with a 
private room is (100*(e-0.55-1) = -42.31%) 42.31% lower than predicted price for a night for a 
property with the entire house/ apartment; and predicted price for a property with a shared room is 
(100*(e-1.11-1) = -67.04%) 67.04% lower than for a property with the entire house/ apartment. 

  
Similarly, for the two dummy variables for regions show that expected price for a night varies 

depending on the regions. Thus, on average, predicted price for a property in region NSM is (100*(e-

0.21-1) = -18.94%) 18.94% lower than predicted price for a night for a property in IM; and predicted 
price in WM is (100*(e-0.31-1) = -26.66%) 26.66% lower than for a property in IM. 

  
Using the final model to predict the average Airbnb listing prices, the condition is where the 

property accommodates 5 guests, host responds to inquiries within a few days or more, the room type 
is with a private room and the property is in WM. The model predicts average price per night (e4.55) = 
AU$9,363. The predicted average price is within the 95% confidence interval between AU$7,648 
(e4.35) and AU$11,458 (e4.75). Therefore, the final model is said to be a good model. 

 
Another condition is where the property accommodates 2 guests, host does not respond to 

inquiries, the room type is with entire house/ apartment and the property is in IM. The model predicts 
average price per night (e3.45) = AU$3,050. The predicted average price is within the 95% confidence 
interval between AU$2,505 (e3.26) and AU$3,747 (e3.65). Therefore, the final model is said to be a good 
model. 

 
Model Comparison 

 

 R-square Adj R-square # of IV 

Andy 0.6703 0.6685 10 

Theresa 0.6700 0.6680 10 

Shweta 0.6003 0.5972 11 

Cody 0.6407 0.6391 11 

Brendan 0.5444 0.5405 4 
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Ying 0.5463 0.5548 6 

 
We have selected Andy and Theresa’s models as the best models for recommendations as the R-square 
and Adj r-square is the highest and with fewer variables. 

 
Future Work 
 

The study investigated key factors that affect Airbnb listing price and our analysis are based 
on 22,895 observations. From the analysis we have so far, it seems like the price of Airbnb listings 
have many determinants, such as different room type, bed type, location where the property is located, 
whether the host is a super host or not, etc., all of them are price determinants. We know that price is a 
vital topic and important factor when considering which listings to choose from. However, our finding 
suggests that none of the predictors have a high correlation with price, all predictors we examined so 
far have some sort of relationship with price, but evidence is still needed to determine the factors 
affecting the price. In the future, it is necessary to know the top factor affecting Airbnb’s lodging 
price; something that we did not have the opportunity to explore include property amenities and 
reputation, which is something that should be investigated for a better understanding of the price. 

  
The Pearson correlation value between all independent variables and price are relatively low, 

with the highest value of 0.65, meaning it is only moderately correlated with price. The regression 
model that we have been using is able to capture some critical characteristics of price. Listings that 
are located in Western Melbourne ( WM) have the highest price, followed by Northern Suburbs 
Melbourne (NSM), and then, South Eastern Melbourne (SEM). Listings that are located in Western 
Melbourne (WM) has the lowest price, which we could consider as not having a significant effect on 
price. In addition, our analysis found out that majority of Airbnb listings have real bed, therefore, 
analyzing the price with different bed type may be unnecessary.  
  

There are certain limitations to our study. Missing data appeared repetitively which makes our 
analysis difficult to proceed. For example, for variable “region,” we have five recorded levels: IM 
(Inner Melbourne), WM (Western Melbourne), EM (Eastern Melbourne), SEM (South Eastern 
Melbourne), and NSM (Northern Suburbs Melbourne), and our analysis have shown that, within these 
five levels, three of them have proved to have a significant negative impact on the response variable, 
“price.” This shows that the place where the Airbnb located has a significant impact on price; 
however, there are many missing data within the variable “region,” and we do not know that if our 
final result will be affected when all the missing data has been assigned to a specific region.  
 

Although we already got plenty of predictors for the dependent variable, listing price; there 



 
66 

 

are still ways that we can explore in our future studies for a better understanding of listing price. For 
future study, we would like to add in more variables that the potential customers will likely to be 
interested in when searching for Airbnb. For instance, proximity to public transit or pets are allowed 
to bring. We believe getting such kind of data could benefit us by obtaining and analyzing customer 
preferences and better predicting the listing price of Airbnb in a given area. 
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Appendix A – Andy 
 
A.1 – Histogram 
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A.2 – Distribution of price 

 

 
A.3 – Scatterplots (price versus host_total_listings_count) 
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A.4 – Scatterplots (price versus accommodates) 

 
A.5 – Scatterplots (price versus security_deposit) 
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A.6 – Scatterplots (price versus cleaning_fee) 
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A.7 – Scatterplots (price versus review_scores_rating) 

 
A.8 – Scatterplots (price versus cleaning_fee_d_host_is_superhost) 
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A.9 Scatterplot (ln_price versus cleaning_fee) 

 
 
A.10 scatterplot (ln_price versus cleaning_fee_d_host_is_superhost) 
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A.11 Histogram 

 

A.12 QQ plot 
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A.13 Full Model 

 

 
A.14 Final Model & VIF 
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A.15 
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A.16  
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A.17 
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A.18 Normal Probability Plot 
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A.19 Studentized versus Predicted Values 

 

A.20 Standardized Estimate 
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A.21 Pearson Correlation Coefficients 

 

A.22 Cross Validation 
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A.23 Compute Predictions 
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Appendix B – Theresa 
 
B.1 - Descriptive 

 

 

 
B.2 - Histogram 
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B.3 – Frequency Table for Qualitative Variables 
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B.4 – Scatterplot for host_total_listing_count.        B.5 – Scatterplot for accomodates 

 
 
B.6 – Scatterplot for security_deposit                      B.7 – Scatterplot for cleaning_fee 
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B.8 – Scatterplot for review_scores_rating.           B.9 – Scatterplot for numresponse1 

 
 
 
 
B.9.1 – Scatterplot for numresponse2                         B.10 – Scatterplot for 
numresponse3 
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B.11 – Scatterplot for numresponse4                          B.12 – Scatterplot for numsuper 

 
 
B.13 – Scatterplot for numroom1                                B.14 – Scatterplot for 
numroom2 

 

 
B.15 – Scatterplot for numbed1                               B.16 – Scatterplot for numbed2 
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B.17 – Scatterplot for numbed3                                   B.18 – Scatterplot for 
numcancellation1 

 

 
B.19 – Scatterplot for numcancellation2                     B.20 – Scatterplot for numregion1 

 
 
 
 
B.21 – Scatterplot for numregion2                                B.22 - Scatterplot for 
numregion3 
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B.23 – Scatterplot for numregion4                               B.24 – Scatterplot for 
interaction term 

 

 
After log transformation 
B.25 – Histogram for ln_price 
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B.25.1 – Pearson Correlation  

 
B.26 - Descriptives 

 
 
B.27 – Scatterplots after transformation 
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B.28 – Regression Model 
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B.29 – Taking out numbed2 as it does not have enough observations 
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B.29.1 – Studentized Residual 

 
B.30 - model 
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B.31 - Multicollinearity 
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B.32 – Resolving Multicollinearity Issue 
 

 
 
B.33 – Influential Points and Outliers 
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Second Round of Removing Influential Points and Outliers 

 
 
 
B.34 – Final Model 
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B.35 – Influence on price 
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B.36 – Studentized Residual 
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B.37 - Validation 
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B.38 - Prediction 
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Appendix C– Shweta 

 
 

 
 
 
  
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 

Figure C.1 Descriptive Statistics 

Figure C.2 Histogram for total_listings 



 
108 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure C.3 Histogram for accomodates 

Figure C.4 Histogram for price 
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Figure C.4 Histogram for security deposit 

Figure C.6 Histogram for cleaning fee 
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Figure C.7 Histogram for review score rating 

Figure C.8 Frequency Table for qualitative variables 
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Figure C.9 Scatter plot matrix 
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Figure C.10 Pearson Correlation Coefficient table 
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Figure C.11 Full Regression Model 
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Figure C.12 Fit Diagnostics for price 

Figure C.13 Figure C.14 
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Figure C.15 Figure C.16 

Figure C.17 Figure C.18 Normal probability plot 
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Figure C. 19 Full Regression Model after removing outliers’ _1 
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Figure C. 20 Fit Diagnostics for price 
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Figure C.21 Full Regression Model after removing outliers_2 
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Figure C. 22 Fit Diagnostics for Price 
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Figure C.23 Full Regression Model after removing outliers _3 
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Figure C.24 Fit Diagnostics for price 
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Figure C.25 Figure C.26 

Figure C.27 Figure C.28 

Figure C.29 
Figure C.30 



 
123 

 

 
 

 
 

Figure C.31 Normal probability plot Figure C.32 Histogram for price 

Figure C.33 Scatterplot matrix after removing the influential points & outliers 
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Figure C.34 Full Regression Model with log transformation of ‘price’ 
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Figure C.35 Fit Diagnostics for Price 

Figure C.36 Figure C.37 
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Figure C.38 Figure C.39 

Figure C.40 
Figure C.41 

Figure C.42 NPP 
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Figure C.43 Histogram for In_Price 

Figure C.44 Scatter plot matrix for In_price 
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Figure C.45 Figure C.46 Figure C.47 

Figure C.48 Stepwise selection on training set 
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Figure C.49 Adj r-sq selection on training set 

Figure C.50 Fitted Model on Training Set 

Figure C.51 Fit Diagnostics for new_y on training set 
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Figure C.52 Figure C.53 
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Figure C.54 Figure C.55 

Figure C.56 Figure C.57 NPP for training set 
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Figure C.58 Validation statistics for test set 

Figure C.59 Predictions 
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Figure C.60 adding new observations and joining with original dataset 
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CODY – APPENDIX D 
Fig (D.1) Price Histogram 

 

Fig (D.2)- Price Probability Plot 
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Fig (D.3)- logPrice Histogram 

 

 
Fig (D.4) Full Model Regression Probability Plot for logPrice 
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Fig (D.5) Price and SuperHost Boxplot 
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Fig (D.6) Price and Room Type Boxplot 

 
 
 
 
 
 

Fig (D.7) Price and Cancellation Boxplot 
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Fig (D.8) Price and Bed Type Boxplot 

 
 
 

 
 

Fig (D.9) Price and Response Time Boxplot 
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Fig (D.10) Frequency Tables 
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Fig (D.11) Scatterplot Matrix 
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Fig (D.11) Full Regression Model 
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Fig (D.13) Fitting Model - Stepwise Method 
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Fig (D.14) Fitting Model – Forward Method 
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Fig (D.15) Validation Test Set 
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Fig (D.16) Validation Stats (11 predictors) – RMSE, MAE, and CV-R2 for Test Set 
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Fig (D.17) Training 5-Fold Cross-Validation 
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Fig (D.18) Testing 5-Fold Cross-Validation (Stepwise) 
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Fig (D.19) Final Model 
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Fig (D.20) Predictions 
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Appendix E - Brendan A. Foley 

E.1.

E.2. 
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E.3.

E.4. 
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E.5

E.6 
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E.7 

E.8 
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Identifies the multicolinearity between the interaction variables. E.9 
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E.10 

Interaction variables, decision to center thereafter 
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E.11 
Post centering of the interaction variables.  Too high a p-value for the model to continue with.  
Security deposit impacts the model more than the combined security deposit accommodations 
variable so it was discarded as well. 
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E.12 
Decision to remove outliers based on the higher than 3 Cook’s D and the higher than 3 Studentized 
Residual both occurring as seen above. 
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E.13 
Finished model NPP 

 
E.14 
Future uses of this data may need to better eliminate outliers that do not coincide with influence 
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points. 

 
E.15 
Breakdown of the test and train data set. 
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E.16 
Stepwise Model  
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E.17 
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E.18 
Backward Variables  
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Stepwise 

E.19 
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E.20 
Outcome 
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E.21 
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Appendix F : Ying 

 

F.1 Histogram before log transformation 
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F.2 Histogram after log transformation 

 
 

  
F.3 Boxplot – dRT1 and Inprice                       F.4 Boxplot – dRG4 and Inprice          
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F.5 Scatterplot Mattrix for Inprice and other variables 
 

  
F.6 Full Model Regression 

 



 
171 

 

 
F.7 Residula plots for full model 

 

 
F.7 Residula plots for full model 
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F.7 Residula plots for full model 

 
F.7 Residula plots for full model                   F.8 Normality graph for full model 

 

   
F.9 Correlation for Inprice and other variables 
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F.10 Full Model Extract of Studentized Residual and Cook’s D 

 

  
F.11 Outliers and Influential Points removal record and final regression 
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F.12 Splitting of Train set and Test set 
 

 

F.13 Model Selections – Forward and Backward 
 
 
 

  
F.14 Regression for Train set 
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F.15 Regression for Train set (removed dRG2) 
 

 

F.16 Residual Plots for Train set (removed dRG2) 
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F.16 Residual Plots for Train set (removed dRG2) 
 

 
F.17 Final Model - Normality graph for Train set (removed dRG2) 

 

F.18 Final Model Extract of Studentized Residual and Cook’s D 
 
 



 
177 

 

 
 F.19 Outliers and Influential Points removal record and final regression 

 
 
 
 

  
F.20 Test set vs Train set 
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 F.21 Final Model Regression 
 

 

 

F.22 Final Model Residual Plots 
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F.23 Final Model Normality Graph 

 

 
F.24 Final Model Predictions 

 


